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ITepiAndm

H SwotpiBny otoyeler otn Bedtiotonoinomn g cuvBESOTNTAS EVOS XVNTOY TEPUATINOY OF €Val
etepoyeveS TepIBdihoy aclpuatng dixtuaxhc npocfBacnc. To dixtuaxd autd neptBdAiov, Tou
ouvideg avagépetar we 4G, yopuxtneileton and molhamhd dixtua aclppatng Tedolauong, mi-
Yovd DlapopeTixhc TEYVOLOYIAG, TOU SLacUVIEOVTAL Xal DIHAEITOURYOLY YEow wag IP dixtuaxihc
unodounc. Xta mhalota Tne StatpBhc Yivetan YEAETN TOU TEOBARUATOS TG XATAVOUNS TWV pO-
OV xtvnomng evég aolppatou otaduol Tou SldETel SUVATOTTA TAUTOYEOVNS YOS TOMAATAGDY
duixtuaxmy denagpay (multi-homed). Emnhéov, yiveton mpodiorypapy| Tne dpylTEXTOVIXAC KOl e~
At e enfdoong evég cUGTAUATOS Yol TNV UTOoTREIEY TNE eXTéAEONC alyoplluwy xatavourg

POMY AVNOTNE 1| CUVAPGY UNYAVIOUWY ATOQACTS, OTKS 1) EXLAOYT SixTloU TPdoPacTg.

To npdinua e xatavoprc powv xiviorne (traffic flow assignment problem- TFAP) ano-
tehel mpocappoyy| yio multi-homed ototuotc tou mpoPijuatog emhoyrc dixtdou npdofacrc.
H emhoy Sixtiov npdoPuonc anotelel TPRUA TOU unyaviopol dlayelplong Dlanoun®y evog xi-
vntol TepUaTX0l o oToyelEL oTNY emAOYY) Tou xaAlTEPOL onpeiou xar unnpeoiug aclppaTng
TE6CBACTIC Yol TNV BLUTHENON TS OUVOECIUOTNTAC Tou. e €va e1epoYEVES TEpIBdihoy aclp-
watne mpoofaong, 10 €0pOC TWV EVOANAXTIXWY ETAOYOV EMITEENEL OTO UNYAVIOUO EMAOYNC
Oixthou TNV eEumneétnon emmpdoVeTOY aToOYWY Tou YeNRoTn Tépav NS SlaTieNoTNe CUVDESLUS-
TNTAG, T.Y. ECOLXOVOUNOT) YeNUdTtwy xou evépyelag. Emniéoy, 1 emhoyr dixtvou npdofuong o
¢va multi-homed otoduéd (teppatind ¥ xivntd Spoporoynt) npolnodéter anogdoeic oyeTixd
HE TNV ETAOYT TV SIXTLAXGOY DETAPOY Tou Vo TpENet va evepyomomPoly xolog xat T xa-
TAVOUT| TWV oWV xivnong o auTtég. LUVEn®S, To TEdBAnUa exthoy g Sixtlou ato mhaicto autod
ouvicToton and tpio uto-tpofifuata: (o) emhoyy SixTuax®y SETaP®Y TEog evepyonoina, (B)
ETAOYY, UTNPEOIOY TpboBaome yia T evepyée dixtuaxée Jenapée, (Y) XATAVOUR TV pOWY

xivnomne oTig evepyég SixTuaxég diEmapéc.

H SwreBr yewiletar, oto Kegdhato 3, ta tpla und-npofhiuata pe eviofo 1pémo péow
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e dtthnwone Tou npofhfpatoc xatavouic powv xiviorne (traffic flow assignment problem-
TFAP). To npbBinua otoyelbel oty xatavour tov pomyv xiviione (ewoepyouévwy 1 eZepyopé-
VOV) TV EQUPUOYMY 08 XATIAANAES DIXTUAXES BlETAPES XAt UTNPEGIES PETAPORAS DEDOUEVWY
Ue TpéTo Tou Vo eEUCGANLEL TOV XUADTERO GUVBUAGHO OIXOVOUIXOU XOGTOUC XOll XUTAVIADONS
evépyelog. To oixovound x60T0¢ AVAPERETAL 0TO XOOTOG YEHONG TWY DIXTHWY, EVE 1) XATAVE-
Awor evépyelog ogelhetal ot Aettoupyia TV evepY®V dixtuax®y dentapwy. To avtiotdiuoya
TOU UTdEYEL PETAED TwV BUo TapayévTwy xb6cTtouc Baoiletan ot edfc mopadoyés: (o) Sa-
UECWOTNTA UNNEECIOY UETAPORAS OEBOUEVLY TUYXPIOIHOU XOGTOUS OTIC OLIPORES DIXTUAXES
Semapéc xou (B) Umapdn ocuoyétions PeTallh x6aTOUS YPHOMEC XU TEOCPEPOUEVNS YWPNTIXOTN-
Tag and TIC didpopeg unnpeoieg. Bdoel v mapandve mapadoywy xo SedopEvou 6Tl 0 GOETOG
xivnong tou tepuatixol dev umopel va efunnpetnlel anoxielotnd and wia dixtuaxt| Slemagn
(MoYw TEQLOPIoPOY YWENTIXOTNTAS 1 TOLOTNTAC UTNEESTAC), 1) EAAYIOTOTOMNOT TOU O1XOVOULXOU
%x60T0UC TEPLAUBAVEL TNV xaTavOUY| TNG XVnong o€ BIXTLAXES DIETUQES Pe TpdoPaoT oTic QUn-
VOTERES UTNPEGIES PETAPORAS DEDOPEVLY. AVTioTotya, 1) EAAYICTONOMGT TNG XATAVUMGAOUEVTS
10 00¢ AnoUTEL TNV EVERYOTOMON TOU XEHTEPOU BUVATOU aptdol SIXTUAXOY DIETAPLY, UEGW

e Yeriong VInEect®Y LYNAAC ywenTixdTnTag xat cuvidee VPNAGTEROL XOGTOUG.

H npotewdpevn ot dateiBn padnuoatixy) Swutdnworn tou TFAP xatodfyer oc éva npdBinua
ouvduaotxrc Behtiotonoinong 8o otdywv. T tny enfluon tou npoPAfuatog yivetouw apyi-
%4 YeTaTEONY TOU o€ TEOBANUa Bektiotonolnong eVOg GTOYOU. LUYXEXPIIEVA, TO OIXOVOULXO
%x60710¢ eMAEYETOU ¢ Bacinds 0TOY0C TEOS BEATIOTOTOMOT], EVE) 1) XATAVIAWOY) EVEQYELNS TRO-
otiletor ooy eMTAEOV TEPLOPIOUOS TOU TROPBANUATOS UEGK TOU OPIGHOU EVOS Ave 0ploy Yid TIC
emtpenoueveg Tiwég Tou. To ouyxexpipévo dvw plo Bev eivon oTtalepd yior Gha To GTIYULOTUTOL
tou TFAP, adld eaptdrtar and v xatdotacn e xwwnthc cuoxeviic (my., eninedo @dptiong
e pnatapiac), to nepBdhhov Aettovpyiog tne xo unohoyileton and to unoovotnua dtayelpt-
orng evépyelag TNg cuoxeurc. Xto mhadola TG dtatplPhc Yivetow PeAéTN TNC TOAUTAOXOTNTAC
enthuong tou TFAP péow avaywyhc and 1o npdfinua Mokhamhov Toxidiwy e Hepropiopoic
Avédeone (Multiple Knapsack Problem with Assignment Restrictions- MKAR). Kadde to
MKAR eivar NP-Hard, 1o TFAP éyet avtiototyn nolumhoxdtnta xot, GUVERKS, arartodvTaL
TPOCEYYLoTIXO! ahydpLiot Yio TNV Yeryopn noupdywy) AOGEGDY Tou.

I'a 1o oxond autd, yivetoar oyediacpdg evog eupeTixol ahyoplduou Baciopévou oe Tomixn
avalhnon. O aiydprdupog yapaxtneiletar and anodotixols ypdvoug extéAeons Yo €va upl
pdopo TpoPAnudtey peakiotixol peyédouc. H nodtnta tng mpoc€yYlong TV TpoyUATIXGY

Nooewy xplvetan txavonomnTix péow aZlohdynorg mou Baciotnxe ot ohYXpIon EUPETIXDY XAt
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TEAYHATIXOV ADCEWY YId €VOL UEYHAO GOVORO Tuyaid TOEUYOUEVWY TEOBANUATODY. SUYXEXQPUE-
Vo, T0 o@dlpa Tpocéyyiong Tou alyoplluou 660V agopd To OIXoVoUIXd %60TOg dev Cemepvd
xatd péoo 6po 10 8,1% yio npoPfAfpota wxpol xo peoaiou peyévouc. ‘Ooov apopd tnv xata-
vout| Tou o@dhuatos tpocéyyiong, 1o 80% twv napandve tpoBinudtwy emhiunxay ue o@iipa
wxpdtepo tou 15% evd 1o 95% autdy ye opdhua wxpotepo tou 35%. Kadde n napaywyy
TEAYRATIXOY MOGEWY i pEYdha TpoPAfjuata anotehel ypovoPopa dradixacta, 1 afloAdynon Tne
TotdTNTog AboEwY Tou ahyopliupou yio tTétolou eldoug mpoliiuata Baciotnxe oTic Aboeig plag
yahapwuévng exdoyrc Touv TFAP. To yahapwuévo npdBinua npoxintet and to TFAP yéow tng
apalpENC TOU TERLOPIOUOY UXEPAUOTNTIC WS TEO TNV XATAVOUT| TWV P0GV, dNAadY| ETTEETOVTAS
Y OLdoTaoT TG XVNoNSG UEROVWUEVWY poWY ot B00 1| TeplocoTeEPES dixTuaxég demagés. Ot
Aooelc Tou Yohapwuévou TEOBAAUATOC ElVol OUOLES 1) XUADTERES TV AVTIGTOLY WY TOU dE)IX00
TpoPBAfuaToc. LULVENKS, To o@diga tpocéyyiong eivon urepextiunuévo. Tlapd to yeyovde autd,
TO UECO OPIAUA TTROGEYYLONG XATd TNV ENAUCT TEOPANUATWY Yeydlou ueyétoug dev Eenepvd
10 13,1%. ‘Ocov agopd tnv xotavops, tou o@dhpatog, 10 80% twv peydhov npoBinudtwy
emhbovton pe axpiBeta peyordtepn tou 20%, evd to 90% autdv pe oxpifela yeyahitepn tou
29%.

H Swrniotwon twv ogelewwy, oto nedlo tou ypdvou, tne BehTioTonomuévng xatavouhc
xivnong, xodog xar 1 extipnorn e emBdpuvone mou mpoxaheiton 6GoV apopd TN Biayelplom
xvNUXOTNTAS, afloAoyHinxay otny tapoboa datplfr péow npocopoiwong. To chotnua tpo-
oopolwong, mou vhonojlnxe Y 10 oxond outéd oc Java, eivar Buctouévo oty Tapay LYY
xat enegepyaoio Tuyainy cupBdvioy. To clotnua tpocopouwdvel TNy Aettoupyia evog xtvntol
OPOUOAOYTTH, Yio YEOVIXY) DLAEXEL TOIOY WY, xatng efunneetel 5 yproTeg oe éva dxTuaxd
nepBdriov mou anoteieitar ané 4 UMTS xor 10 WLAN bixtua. O Spopohoyntic dardéter
Tp6oPact) oTIC UTNEESiES TwV Topandve dxtiey péow 2 UMTS xat 2 WLAN Suctuoxdyv Ote-
rapov. Kalde ypriotng napdyet, otn Sidpxeia Tng npocouoiwong, cuvedpieg TnAedidoxedng xat
wetagopdc apyeiwy péow HTTP/FTP olupwva pe xowde anodextd pwoviéha xivrone. To
oVOTNUA TPOCOPOLOVEL, ENIONS, TNV TPOCAPUOYT TOU XVNTOU BEOPONOYNTH OTIC BLIPXOC YETO-
Bakhbuevee ouvixeg BixTOOU Xl OTUTHCEWY UETAPORAS DEDOPEVLY, UEGL TNG EMAVOATTTIXAS
exthuong TFAP otrywotinwy. Ta arnoteréopoata and tnyv extéreoy, 100 npocoyoldoewy dei-
yvouv wa abinor oto oxovouxd xbotoc (o ue 7,5%, xatd péoo 6po, o oyéon pe to BélTioTo
OUYOAIXO ®OGTOC, OTAY YPTCULOTOIELTAL O TPOTEVOUEVOS EUPETIXNOS ahYOprlwog. Ao Ty diAY
Thevpd, M Ypnon evog evailoxtixol akyoplduou, mou €yetl mpotadel ot PiAtoypapia, €yel we

anotéheopa abinon 17% oto péoo owovouixd xéatog o ayéor ye to Béhtioto. H emPdpuvon
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TOU TPOXUTTEL WS TPOS TN Otayelplon xvnTIXdTNTIC, AOYW TNG TPOCUPUOYHS TNS XATAOTAONS
Tou dpopohoynTy Bdoel Twv Aoewy Twv TFAP npoBinudtev, 1coltal ye 2,2 YETAXIVIGELS pOMY
xat 1,5 opildvtieg Somounég avd Aentd xotd Yoo 6po. H emPdpuvon auth| elvon avextr|, de-
dopévou Tou aptiol yenoTwY Tou eZUTNEETOLYTOL Xt NS WPELELNS and otxovouxic dnodmg.

Ta anotehéopata aUTE CUVTENVOUY GTNY TEAXTIXOTNTO EQUPUOYNS TNG TEOCEYYLOTS.

H aronoinon ahyoplduwy égunyng emthoyrg dixtdou 1| xatavopnis pov xivnorne dev uno-
el Vo BacloTel amOXAEICTIXG GE UTOBOUY EYXATEGTNUEVY) OTA XWVNTA TeppoTixd. O maupamdve
unyoviopol andQaong anaitoby T yenor TAnpogopluc 1 onola efvar Sioadéouun, 1660 TOmIXA
ota TeppaTxd (my., anatRoels PETAPORAS BEBOUEVWY, TROTIUACES YPNOTOV), 660 Xou YEW-
Yeupxd e€apTOUEVNS TANPogopiag Tou agopd TN Stdeotpdtnta Sixtdmy xou utnpeeoi®y. H
avalHTNon TN TEAEUTULNS ATOXAEICTIXG UECW AVIYVELUONS ANO TIG DIXTUAXES OLETAPES TOU TEP-
potixol amotehel ypovoBopa xa evepyofodpa dadixacia. Emmiéov, n éyxotpn xou alidmory
M mAnpogoplag, oyetxd ye ) dradeopodtnia dxtdwY TEdoPacng, anoxheloTixd and €va
dixtuaxd ndpoyo Yy xdde yphotn (ny., and tov oixelo ndpoyd Tou), TOAAEC popéc dev elvon
et O xlpo Aoyog ebvar 1 €Mhewn xvATewY TOu TapdY oL Yiol TPOWUNOY TV UTNPECLHOY

TOV AVTAY WVIGTOY TOV.

Y10 Kegdhowo 4 tng SatpiPrc mpoTelveTon 1) apyLTEXTOVIXY EVOS GUGTARITOS YLd THY UTO-
othpiEn e extéleanc ahyopliumy enthoyrc Sixtbou (¥ Swaupopetixd andpacne Swumounhc) xou
xatovounc powv xivnong. To obotnua etvar xataveunuévo oe TOMATAES BLAYEIPLOTIXES TEQIOYES
xau ebvon Bactopévo ot mpdxtopeg hoyiouixol. Ot npdxtopes GLAGEEVOLVTOL OE TAATYOPUES EXTE-
Aeomg mEuxXTOPWY Ot OTOIEC PEloXOVTAL EYXATECTNUEVES OTIC DLAPOPES OLUYEIQIOTIXES TEQLOYES.
O1 mpdxtopeg AoYLoUo) EXTEOCOWTOUY TOUg YENOTES, Toug dixtuaxolg Tapdyoug, éva Ildpo-
xo Iolhamhic IlpdoBaorne (Multi-Access Provider-MAP) xat ) pudwotid apyr. O MAP
OTOTEAEL L0l ETUYELONUATIXTY, OVTOTNTA TTOU SLUTNEEl CUPBONALN TEQLAY WY NS UE TOUG BIXTUOXOUS
Topdyoug xat EMITEENEL TNV TedofBacy oTiC unneesiec Toug Yo uiag evialag ouvdpourc and 1o
yefotn. Emniéov, o MAP npoogépel, ota mhaiolo ToU oUGTAUATOS, UTNEESIES DlATIGTEUOTNG,
£€0UaLOBOTNONC XAl YEEWONC TWV YENOTAOY, XaMS Xt UTOSTARIENS TN dlayelptong SLOmOUTOY.
H puduiotind apy) evioylel TNy €UmOTOOOVY] TOV YPNOTWY GTO oUCTAUN TURAXOAOUTOVTAG
TN CUUTERLQPOPA TWV OIXTLOX®Y Tupdywv xot exepfaivovtag otav xpiveton andpaitnto. LTny
TROTEVOUEVT, TROGEYYIOY), Ol ATOYACELS EXTEAEONG DIUMOUTNS 1 XATAVOUNC POWY XIVNong evep-
yomnotolvtal and TEIXTOPES, EXTPOTWROUS TWY YENOTOY, TOU EXTEAOVVTIAL OTA XIVTA TEQUATIXY
1) 670 oTadepd BIXTUO, AVIAOYO UE TNV TPOEAEUCT) TWV YEYOVOTWY evepyornoinone. H extéleon

TWV UNYoVIoU®Y andgaong avatidetor o€ TpdxTopec Tou extehOGVIAL 6T0 oTatepd dixTuo, Yio



£€0IXOVOUNOoT TV oUVNIWE TEPLOPIOUEVOY EVEQYELUXMDY X0l UTOAOYIOTIXWY TOPWY TWV TEPUITI-
x@v. Ot ouyxexptpévol TpdxTopes £Y0UY BUVATOTNTO UETAXIVIONE Kol EXTENEGNC OE TAUTQPOPUES
mou Pploxovtar mo ‘xovtd’ oTa TEpRATIXG, and dnodng dxtuoic xaduotépnone. Me tov tpémo
aut6 eZaogariletar Yeryopn TPOoApUOYY TOU TEQUATIXOU OTa BtdQopa YEYOVOTA TOU anauTtoly
TNV EXTEAEDT) DlAMOUN®Y o€ ETUNEdO dixTuaxhc dlenagng N porg xivnong. Xta mhaioto g dio-
TEIP1iC TPOTEIVETAL 1 GUVBUACHEVY) ETLAOYT, UTNPECIOV UETAPORAS BESOUEVWY TIOU TPOGQECOVTAL
1600 and dixtua npdoBacng oo o and dixtua xopuol. I'ia to oxond autd npoteivetan Eva
HOVTELO DEQOUEVODY YIX TNY TERLYPUPT) TWV YURAXTNRIOTIXMOY TWV UTNPECLWOY, X0 XaL Wi

dadixaoto yio Ty a&tonoinot, toug and ahyopiipoug TFAP ¥ emhoyc duxthou.

H o&iohdynon g enildoong tng meoTevOUevng apyttextovixng €xel mpaypatonowiel uéow
evbe ouoThuatog tpocouoinang nou éyel vhoromlel oe Java pe yprion tov JADE (Java Agent
Development framework) nhatciou yia ty avantudy eQapuoy®dy Pactoyéveny o€ TpdxTopeS ho-
yiouxol. H mpooopoiwon éxer Suo otdyous: (o) extiunorn tne xaduotépnone nou elodyeto
otV eVeERYOTOINoT TNG DIAMOUTNS AOYW TNG EMXOVWVING Xl CUVERYACINS TWV TEAXTOPWY TOU
ovoThuatog xor () HERETN TV EMATOCEWY TNG XIVATIXOTNTUC TOVY TEAXTORWY GTHY anddooY
Tou ovothuatoc. Ta anotehéopata Tng mposopoiworg delyvouv wa Teploptouévr emPBdpuvaon,
e TEENE Twv 50ms, 0To Ypbdvo aviyveuong g diamopnrc, 1 ool dev EMBEE CNUAVTIXG GTNY
AmOXELOT TOU TEPUATIXOU GE YEYOVOTA evepyomoinong damounhc. H perétn tne xvnuxdy-
TAS TWV TRAXTOPWY, Yol O1dQopous pUILOUE XIVOUREVWY TRUXTOPWY PETIEY OO TAATHOPUWY,
avéderle 1o uéyedog Tng xatdoTaong SEBOUEVWY TOU TEAXTOPA WS VA ONUAVTIXG TapdyovTa
enidoone (poli pe to pudud petaxtvoluevwy tpoxtépwy). Xuyxexptuéva, 600 UeYahiTepo TO
wEyedog TNg XATACTAONE TOU TEAXTOPA, TOCO YEYAADTEPOS YPOVOS AMUUTEITOL VIOl TY) HETAPOPA
X0 AMOXAUTAGTUOY TNG XATACTACTS EXTENEGHS TOU TN Véo Thatpoppe (xaduotépnon uetoxi-
vnone). Bdoel twv anoteleopdtov e npocopoinone, uéyedoc 4KB ¥ wxpbtepo emtpéne
vdmhoilc pudpolc petaxvoluevny tpoxtdpwy (120 npdxtopec avd deutepblento) Ve e€ooa-
AMCet yéon xaduotépnon petaxivnong xdtw ond éva deutepdrento. Ou mpénet va onpelwdet
OTL 1) HETOXIVNOT TOU TEAXTORPO EXTPOCWTOV TOU YeNoty dev ennpedlet TNV EXTENECT) TNG dlo-
mounhc xaddg mporyuatonoeiton mapdhinia pe auth. Erniong, dedopévou 6Tt 1) anoxotdoTaoT
NG EXTENEOTG TOU TPAXTOPA OTY) VEX TAATGOPUN UTOLTEITAL YL EVEQYOTOINOT VEWY ANOQPIcE-
0V extéheons danounhic, N xadvotépnon petaxivnong e Tang Tou eVOC DEUTEPOAENTOL BEV

emnpedler THY anoXELoT TOU TEPUATIXOU GE VEd YEYOVOTA EVERYOTOMONG DIAMOUTTC.
Avowtd {nthpata nou npoéxudav and tn St yio tepartépw depebvnom eivan: (o) 7
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ELOAYWYY) EVOC TPOGEYYIOTIXOU aAYOopiluou pe eYYUNUEVO GQIAUA TPOCEYYLONG YL TO TPd-
Binua TFAP, (B) n enéxtoaon tne Sratinwone tou npofhiuatos yia Ty unosTiplln pomy e
EVOANAXTIXES AMOUTHOEL OF YWENTIXOTNTA, XAPOC Xl POOY TOU UTOEOLY Vi DIACTAGTOUY OF
TEPOTOTERES TN Wiog dxtuoxée denapés, (Y) eloaywyr evog akyoplduou xadopiouol tou dve
0plou OTNY XATAVIAWGCT) EVERYELNS EVOS TEQUATIXOU OEDOPEVTS TNE TPEYOUOUS XATACTACTS, TOU

nepBdhhovtog Tou xou Tou Tpogih xivnong Tou YeHoTy.
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Euyaplotieg

Ou Hlela va euyapiotiow tov emBAénovtd wou Avarinewnth Kodnynth Mavoin Toncouudnn
Y10 TV ETGTNUOVIXT Tou xadodHynon xatd 17 didpxeto exndvnong tTne dtatehc xon Ty N
ToU UNOoTAREY OE BUOXONES OTLYPES TNE Topelag avanTuéng authg tng dovkelds. Emnhéov, da
fideha va evyaptotiow Tov Avaninewth Kadnyntd Nixo Makebon xar tov Enixouvpo Kadnyntd
Idpyo Zvhwuévo, uéhn g Tptuerols EMTEOTAC MO, Yid TIC TOAG YEHoLES UTODEIEEC TOUg
oyetxd pe Ny Beitinon g opydvwone xat napousioong tng Sateifric. Ewiée evyaplotieg
ogeihw otov Enixovpo Kadnynti Xtadpo Touun? yia tnv ouvdpour| tou ot wa xplowr @don
avantuéne tne dovietds mou nepthapfdvetanr oto Kegdhowo 3 tng drateiBrc. Ta evioappuvtind
oY Okl xat 0L UTOBEIEELS TOU OYETIXE PE TNV EVIGYUOY TOU XIVATEOU AUTAE TN SOUAELS, Enonday
xadoptoTind pdho oty TehxT) dOnpoocicuon twv anoteheopdtwy e, Enlong, onupovted Aoy
xat 1 oudfBolr) tou Aéxtopa Bayyéhn Mopxdxn oe {ntipata oyetxd ye v opdoétnta tng
anodEENG VLo TNY TOAUTAOXGTH T ETEAUGTC TOL TEOPBAAUITOS Xatavourc podv xivong. Télog,
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Abstract

Multi-radio mobile communication devices are increasingly gaining market share due to
the diversity of currently deployed and continuously emerging radio access technologies.
Multi-homing support in multi-radio terminals, i.e., simultaneous use of two or more ra-
dio interfaces, provides improved user experience through increased bandwidth capacity
availability and reliability of wireless access. Furthermore, optimized assignment of ap-
plication traffic flows to available interfaces and radio access bearer services contributes
to economic and power consumption efficiency. The thesis studies the traffic flow assign-
ment problem (TFAP) in a mobile node, multi-homed through a set of different technology
radio interfaces. It introduces an analytical formulation for the problem and proves its hard-
ness through reduction from the Multiple Knapsack Problem with Assignment Restrictions.
Problem solutions are approximated with a heuristic algorithm that is based on local search
and is characterized by efficient execution times for a wide set of realistic problem sizes.
The quality of approximation is rather satisfactory and is evaluated through comparison
of heuristic and exact solutions for a large set of randomly generated problem instances.
Moreover, an evaluation of the approach through simulation supports these findings and
provides an estimation of the associated mobility management overhead that is limited and
allows real deployment of the decision mechanism.

The employment of advanced network selection (or handover decision) or TFAP algo-
rithms cannot be based solely on an end-host infrastructure. The decision mechanisms
require both locally available information (e.g. application traffic requirements, user prefer-
ences etc.) and location-based network information that is not practical to be retrieved by
the mobile terminal exclusively through active scanning. The reason is that active scanning
is time consuming and inefficient in terms of energy consumption. Moreover, reliable and in-
time information on resource availability of available access networks may not be provided

by a single network operator, e.g., the home operator of a mobile user, as it has no incentives

Xiv



to provide it and consequently let its customers utilize third-party services. In this thesis a
system architecture is also proposed for supporting the execution of handover decisions or
TFAP algorithms. The architecture spans multiple administrative domains and is based on
software agents. The software agents represent the users, the network operators, a Multi-
Access Provider (MAP) and the regulatory authority. In the proposed approach, handover
or traffic flow assignment decisions are delegated to software agents that are user represen-
tatives. Decision making is initiated by user agents that execute either in the terminal or
the network, depending on the source of handover triggering events. On the other hand,
execution of decision algorithms takes place in the network for saving terminal’s usually
limited power and computational resources. Performance evaluation of the architecture has
been performed through a simulation system with focus on the impact on handover latency.

The results are promising for the feasibility of the proposed architecture.
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Chapter 1

Introduction

Mobile Internet access is enabled through a variety of Radio Access Technologies (RATS),
e.g., UMTS, LTE, IEEE 802.16m/e, IEEE 802.11 etc., that are characterized by diversity
in service attributes (e.g., QoS provision, peak data rate, capacity), service range (local
area, metropolitan or wide area) and deployment costs. The term RAT or radio interface
is defined in [IEEQ09a] as specifications of an air interface that shall be fulfilled in order to
setup and maintain connection between terminal and base station and may be characterized
by multiple access method, modulation etc. In this thesis the term radio interface is used
to refer to the user terminal equipment that enables communication with base stations and
may support one or more RATs. The base stations that support a certain RAT along with
the network that connects them to the packet-based core network or external networks is
termed as Radio Access Network (RAN) [IEE(09a].

Usually the various RATs act competitively to each other, e.g., WLANSs act as a cheap
and high speed alternative to GPRS for data traffic. However, the traffic requirements in
terms of volume and QoS, following the increasing market penetration of mobile communi-
cation devices with advanced processing and multimedia capabilities, shift the focus towards
the opposite direction, i.e., combined and complementary use of RANs, corresponding to
different RATS, for capacity increase and improved user experience. From an end-user per-
spective, complementary use of different types involves: (1) access to their services
through a single subscription and billing account, (2) transparent utilization of the most
efficient available access network(s) on the basis of preferences related to economic cost and
application performance, (3) seamless mobility across them, if needed, for coverage reasons

or due to enforcement of user preferences. Network operators seek maximization of their
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return on investment through efficient allocation of available radio access resources. From
a network operator perspective, complementary use of different RANs involves their load
balancing for the maximization of the number of admitted users without degradation of the
perceived QoS of ongoing user sessions. Load balancing involves: (i) admission of newly
arriving user sessions to an appropriate RAN, (ii) seamless redirection of already served

traffic sessions across available RANs.

The combined use of heterogeneous requires the integration of functions such
as Authentication, Authorization and Accounting (AAA), mobility management, resource
management etc., of different systems. Such integration is referred to as interworking and
is a general trend in the evolution of the specifications of major mobile communications’
systems’ architectures. Starting from 3GPP Release 7 and WiMAX Release 1.0, network
architecture specifications provide for interworking with third-party radio access networks,
especially WLANs (IEEE802.11). Their primary focus is on seamless mobility across dif-
ferent technology RANSs.

Seamless interJRAT| mobility is a basic requirement towards 4G [BCG09], where 4G
represents a capability of wireless access that is constantly optimized given the availability
of RANS, application traffic requirements and user preferences. Optimization refers to the
utilization of the most appropriate radio interface and wireless access service for serving a
Mobile Terminal (MT)’s application traffic requirements. A more advanced capability is
represented by the Always Best Connected (ABC) concept [BCG09, [(GJ03| where multiple
radio interfaces may be activated for supporting a [MTJs optimal connectivity state. Thus,
[ABC| requires multi-homing support, in addition to seamless inter{RAT| mobility, a feature
that currently cannot be combined with node mobility as it is not supported by Mobile
IPv6 (MIPv6) and other mobility management protocols. The Internet Engineering Task
Force (IETF) MONAMI6 WG| has identified the benefits that mobile host multi-homing
offers to both end users and network operators [EMWKO0S] and its successor,
WG] is working towards enhancing with multi-homing support.

An [ABC}enabled Mobile Multi-mode Terminal (MMT) extends its degrees of freedom

related to the adaptation of its connectivity state to the changing traffic requirements and

wireless networking context. For instance, the range of options for responding to the ar-
rival of a traffic low, when spare capacity in active radio interfaces is not available, may
include: (a) activation of an inactive radio interface and its attachment to an appropri-

ate radio bearer service, (b) horizontal handover on an active radio interface towards a



higher capacity bearer service, (c) redirection of one or more traffic flows, already served by
one interface, to another interface for best utilization of available bandwidth capacity etc.
The set of available options on each occasion depends on the wireless context, the MMT’s
traffic load and hardware configuration. Moreover, each alternative may have different im-
pact on the fulfillment of user preferences and especially on economic efficiency and energy
autonomy. Thus, evaluation and determination of the optimal operational state requires
advanced and fast executing decision algorithms. Execution efficiency is required due to
the frequently occurring triggers for decision making that include changes in served traffic,

network conditions and device status (e.g., battery lifetime).

Assume a[MMT] that is equipped with different technology radio interfaces, e.g., 3GPP,
WLAN, WiMAX. The MMT has either the role of (a) an end-host that serves the traffic
generated by user applications, or (b) a mobile router that acts as an Internet gateway in
a Local Area or Personal Area Network. The MMT operates in an area served by multiple
RANSs corresponding to different RATs and is capable of connecting to anyone of them.
Despite the fact that current mobile handsets and notebooks usually combine two or three
radio interfaces, advanced multi-interface devices for business communications purposes are
starting to emerge. Figure shows an example of a “bandwidth bonding” appliance
(Portabella 2242 and 141), created by Mushroom Networks, Inc. [Mus09], that provides
high capacity wireless access to business users by aggregating the offered bandwidth of
multiple cellular connections. This thesis studies in chapter [3] the problem of assignment
of application traffic flows (either inbound or outbound) of a to appropriate radio
interfaces and radio bearer services in a way that: (i) satisfies the traffic flows’ QoS require-
ments and the bearer services’ capacity constraints, and (ii) establishes the best trade-off
between economic cost and power consumption. The problem will be henceforth referred
to as Traffic Flow Assignment Problem (TFAP). The economic cost factor of TFAP corre-
sponds to network usage cost, while power consumption is due to the operation of active
radio interfaces. Due to the dynamic nature of problem parameters, the MMT faces iter-
atively TFAP instances of variable size during its operation lifetime. The thesis provides
an analytical formulation of TFAP and a study on its complexity through reduction to the
Multiple Knapsack Problem with Assignment Restrictions (MKAR). Since MKAR is NP-
hard, TFAP is also NP-hard and approximation algorithms are required for fast derivation
of problem solutions. Moreover, a heuristic local search algorithm is introduced that is

characterized by efficient execution times for a wide set of realistic problem sizes.
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Figure 1.1: PortaBella BBNA2242 (Broadband Bonding Network Appliance). Source:
http:/ /www.mushroomnetworks.com

Network selection (or handover decision) represents a basic part of the handover pro-
cedure that ensures service continuity as the roams across service areas (cells) of
the same or different radio access systems. A handover across of different
is termed vertical handover, as opposed to a horizontal handover that takes place among
points of access of the same technology and provider. The availability of different radio
access overlays, in a heterogeneous network setting, broadens the scope of network selection
from preserving connection quality to serving user objectives such as economic efficiency,
energy autonomy etc. Network selection represents a special case of that applies
in single-homed MMTs, i.e, in MMTs without capability of simultaneous use of multiple
radio interfaces. While handover decision is followed by handover execution, the enforce-
ment of TFAP decisions may involve the execution of one or more horizontal, vertical or
flow handovers, depending on the number of available and activated radio interfaces in the

MMT.

The deployment of[TFAP]or advanced network selection algorithms require an execution
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context that provides: (a) timely delivery of notifications that trigger the decision mecha-
nism, (b) sufficient processing power resources for fast algorithm execution and reaction to
events, (c) access to all information required for algorithm execution. The latter comes from
multiple sources and administrative domains, while the events that trigger problem solving
span multiple layers of the protocol stack. Thus, a distributed application layer infrastruc-
ture is required, as it is also proposed in [GJ03] where the requirements for an service
are set. Moreover, a trustworthy implementation of this capability cannot be offered by a
single network provider. The reason is that a network provider has no incentives to provide
reliable and in-time information regarding available wireless networks and consequently let
its customers utilize third-party services. A viable solution should: (a) incorporate var-
ious wireless operators, (b) support market competition through easy integration of new
entrants, (c) adopt a common, unambiguous information schema for interoperability of the
exchanged information (e.g., descriptions of network capabilities, so as to enable effective
decision making), (d) build on a commonly accepted model of trust relationships so as to be
relied upon by users and network operators. In chapter [ of this thesis a system architecture
is proposed that takes into account these requirements. The architecture spans multiple
administrative domains and is based on software agents. The software agents represent the
users, the network operators, a Multi-Access Provider (MAP) and the regulatory authority.
MAP is a business entity that maintains roaming agreements with network operators and
enables user utilization of their services through a single subscription. Moreover, MAP
serves AAA and billing purposes and supports inter-domain mobility management. The
regulator enhances user trust by monitoring the behavior of the operators and intervening
when required. In the proposed approach, handover or traffic flow assignment decisions (in
single-homed or multi-homed hosts respectively), are delegated to software agents that are
user representatives. Decision making is initiated by user agents that execute either in the
terminal or the network side, depending on the source of handover triggering events. On
the other hand, execution of decision algorithms takes place in the network for saving a

terminal’s usually limited power and computational resources.

1.1 Base assumptions and technological context

This thesis focuses on decision making support for optimized traffic flow assignment in[ABC}

enabled mobile hosts equipped with two or more different technology radio interfaces. An



6 CHAPTER 1. INTRODUCTION

ABC-enabled mobile host may have the role of an end-host or a mobile router and is assumed
to incorporate the following capabilities: (a) support of seamless mobility across of
different (b) multi-homing support and (c) fine-grained mobility at a traffic flow
level in cases that two or more radio interfaces are simultaneously activated. Sections [I.1.]]
and [[.1.2]summarize the state of the art in architecture and protocol specifications of mobile

communications systems that are relevant to the realization of these assumptions.

1.1.1 Towards seamless inter-RAT mobility

3GPP identifies six interworking scenarios, each one representing an incremental degree of
WLAN integration in the 3GPP service offering [3GP09b]. Each scenario identifies service

and operational capabilities required for each degree of interworking:
e Scenario 1: Common Billing and Customer Care

Scenario 2: 3GPP system based Access Control and Charging

Scenario 3: Access to 3GPP system’s Packet Switched services

Scenario 4: Service continuity

Scenario 5: Seamless service continuity
e Scenario 6: Access to 3GPP system’s Circuit Switched Services

As no use cases have been identified for Scenario 6, it is not considered by 3GPP for
further development. Thus, the highest degree of interworking requirements (according to
3GPP) is represented by Scenario 5 where seamless handover is enabled between two differ-
ent technology radio access networks. Inter{RAT| handover is also called vertical handover
due to service mobility between different technology radio access overlays available in a
certain location [SK98|. Seamless vertical handover is characterized by minimal ser-
vice disruption and is also known as make-before-break or soft handover. A hard handover
(or break-before-make handover), on the other hand, is characterized by interruption of
UE’s connections for a short time period (usually 1 to 10 seconds) during handover exe-
cution. The higher the degree of interworking between the source and the target mobile
communications systems, the more seamless is the vertical handover among them.

Soft handover realization depends on the level of interworking of the source and target

systems. Thus, soft handovers can be further categorized into: (a) single radio handovers
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and (b) dual radio handovers, on the basis of the number of active radio interfaces involved
in handover execution. A single radio handover involves registration and reservation of
the required resources in the target radio access network through the radio interface that
is connected to the source RAN|] Once the target RAN is prepared to admit the MMT’s
connection, the radio interface corresponding to the target RAN is activated while the other
is switched off. This requires tight interworking between the source system’s core network
with radio access network elements of the target system. For this reason, the IEEE 802.21
WG is working towards generic and media independent protocols for single-radio handover
realization [[EEIOal. A dual radio handover requires looser coupling between source and
target systems. In dual radio handovers the source radio interface serves data traffic while
the target radio interface registers to the target RAN. Once registration is complete and
data traffic starts to flow through the target radio interface, the source radio interface is
deactivated. Figure depicts the aforementioned handover types and the interworking

levels at which they are enabled.

A A
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Figure 1.2: Handover Categorization

The interworking requirements represented by each scenario are used by 3GPP as a
reference for the characterization of the various interworking solutions that are proposed
in UMTS and LTE specifications and can be applied for other radio access technologies as
well (e.g., WIMAX, IEEE 802.11). Widely deployed wireless access technologies (3GPP,
WiMAX, WiFi) gradually incorporate in their specifications interworking capabilities with



8 CHAPTER 1. INTRODUCTION

third-party RATs and their evolution heads towards scenario 5 interworking.

3GPP specifications for UMTS (Release 7) introduce an architecture for interworking
between the GPRS core network and a WLAN access system. The architecture, known
as Interworking-WLAN (I-WLAN) architecture, specifies two interworking configurations:
(a) WLAN Direct IP access for access control and charging through a 3GPP system of the
services provided by a WLAN and (b) WLAN 3GPP IP access for enabling access to 3GPP
Packet Switched (PS) services through a WLAN access network [3GP08a]. WLAN Direct
IP access and WLAN 3GPP IP access support the interworking requirements represented
by Scenarios 2 and 3 respectively. Scenario 4 requirements for service continuity during
vertical 3GPP-WLAN handovers in 3GPP IP access were later introduced in Release 8
specifications [3GP09d|. Specifically, in the Release 8 architecture, a Home Agent
(HA) network element is introduced in the GPRS core network for handling mobility be-
tween 3GPP and WLAN access networks. Mobility is enabled with the Dual Stack MIPv6
(DSMIPv6) protocol in a transparent manner. Finally, Scenario 6, tight interworking be-
tween 3GPP and IP access networks, is enabled with the Generic Access Network (GAN)
specification, also known as Unlicensed Mobile Access (UMA) [3GP09¢]. The specification
enables any generic IP access network to interwork with the 3GPP core network as an
ordinary UMTS Terrestrial Radio Access Network (UTRAN) or GPRS/EDGE Terrestrial
Radio Access Network (GERAN) access network.

Release 8 of 3GPP specifications introduced enhancements to the UMTS radio access
and core network that represent an evolution of the system known as Long-term Evolution
(LTE) or Evolved Packet System (EPS). The evolved radio access network is named Evolved-
UTRAN (E-UTRAN) while the new all-TP core network architecture is called Evolved
Packet Core (EPC). A basic LTE requirement was its interworking with non-3GPP access
networks. Thus, access to LTE Packet Switched (PS) services and mobility between E-
UTRAN and non-3GPP access networks was a basic design objective of the evolved system.
Non-3GPP access networks are categorized in the LTE specifications into trusted and un-
trusted [3GP09a]. Trusted non-3GPP access networks are characterized by their capability
of performing 3GPP defined authentication, while un-trusted ones perform authentication
through a secure tunnel that is established between the [MMT] and an EPC interworking
gateway, evolved Packet Data Gateway (ePDG).

The interworking solutions for trusted and un-trusted non-3GPP networks cover Sce-

nario 4 interworking requirements and are also called Handovers without Optimizations.



1.1. BASE ASSUMPTIONS AND TECHNOLOGICAL CONTEXT 9

Especially for specific trusted non-3GPP access networks Scenario 5 interworking is sup-
ported through tighter interworking solutions that are specified under the name Handovers
with Optimizations [3GP10b]. A differentiating factor between Handovers with Optimiza-
tions and Handovers without Optimizations is the [MMT] pre-registration feature that is
offered by the first set of solutions. Pre-registration enables the MMT to register and al-
locate resources in the target without establishing a connection to it but through
forwarding the required signaling traffic via the source system’s core network. For the time
being cdma2000® High Rate Packet Data (HRPD)S the only system for which such tight
integration is supported. Work is also under progress for tight integration of the WiMAX
access network to the [LTE] core.

With regard to WiMAX, the WiMAX Forum has included in Release 1.0 WiMAX specifi-
cations its interworking with 3GPP systems. The WiMAX-3GPP interworking architecture
is based on the I-WLAN architecture as it is specified by 3GPP in [3GP08a]. In [WiMO08]
Direct IP and 3GPP IP access are specified through a WiMAX access networkﬂ The de-
gree of WiMAX-3GPP interworking represented by these solutions correspond to Scenarios
2 and 3 respectively. More advanced scenarios of interworking are out of scope of WiMAX
Release 1.0 interworking specifications.

The IEEE 802.11 Working Group is also working on specifications for 802.11 Access
Point (AP) interworking with external, possibly different technology, networks that are
referred to as Subscription Service Provider Networks (SSPNs). The Technical Group u
(TGu) is responsible for the interworking specifications that are prepared as an amendment
to the base IEEE802.11 standard (IEEE 802.11u) [IEE10b]. The amendment provides for:

e network discovery and selection, i.e., discovery by a of network infrastructure
capabilities accessible through available without associating with them and selec-
tion on the basis of this information of the most appropriate for serving its needs. For
instance, a MMT may discover APs that provide 3GPP IP access through a specific
3G operator.

e QoS mapping of layer-3 service levels of other to IEEE 802.11 wireless access

service levels.

® emergency services,

'High Rate Packet Data
2ASN - Access Service Network
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e service interface between the AP and the SSPN (transfer of user policies that affect
authentication, authorization, admission control, transfer of instructions on service

provision, e.g., termination of a connection to a MMT).

The amendment specifies the loose coupling of 802.11 with external networks and
standardizes WLAN specific parts of the 3GPP [[WLAN] specification such as network
selection and discovery and transfer of authentication and authorization policies to the
WLAN.

Table provides a summary of the state-of-the art in the standardization of inter-

working of widely deployed wireless access technologies.

1.1.2 Multi-homed multi-radio wireless access

has recently documented the benefits of simultaneous use of multiple interfaces and
global addresses in mobile nodes [EMWKO0S8|. The capability of simultaneous use of two
or more global TP addresses by a mobile node is known as multi-homing support. Multi-
homing can be enabled either by the use of multiple physical network interfaces each one
configured with a different IP address or through the configuration of multiple IP addresses
to a single physical network interface due to the advertisement of different network prefixes
in its current link. The benefits of multi-homing can be reached once a multi-homed node
incorporates a set of capabilities, namely: (a) reliability, (b) load sharing and (c¢) flow
distribution [MWET08].

Reliability denotes the capability of using multiple radio interfaces connected to different
access networks for: (a) connection recovery in case that a currently used access network
becomes unavailable, or (b) n-casting (usually bi-casting) of traffic flows belonging to critical
applications over different especially in cases that provided QoS is inferior to that
required by applications (e.g., in locations with poor coverage). Load sharing refers to the
distribution of traffic load (originating from or terminating to a certain Mobile Node (MN))
over multiple RANs, through respective radio interfaces, for load-balancing reasons or for
access to increased capacity. Finally, flow distribution refers to the capability of selective
redirection of traffic flows across different radio interfaces for reasons of load balancing or
due to user or operator defined policies. As (and [Proxy Mobile IPv6|) do not natively
enable all these capabilities [MWET08|, IETF working groups that are involved in their

specification are currently working on relevant extensions.
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RFC 5648 [WDTT09], that is currently a proposed IETF standard, contributes towards
this direction by enabling simultaneous registration of multiple Care-of addresses (CoAs) to
a single Home Address (HoA). Thus, a may register with its [[TA] as [care-of addresses],

all the different global IP addresses that are configured to its active radio interfaces. The

specification introduces the Binding Identification Number (BID) concept that identifies
the different bindings of CoAs to the MN’s HoA. Usually, each BID represents an activated
radio interface that the user requires to be reachable through a specific HoA. A MN may
register alternative bindings to the HA or to a Correspondent Node (CN) and either one of
the available bindings can be used for communicating with the MN. Moreover, a MN may
perform binding updates in case that the CoA corresponding to a BID has changed (e.g.,

due to a handover on the respective radio interface).

RFC 5648 does not specify algorithms or mechanisms that a [CN] or [HA] may utilize for
assigning traffic flows to the available of a certain A protocol for the definition
and transfer of traffic flow assignment policies is the focus of the Flow Bindings Internet
Draft [STM™10] that complements RFC 5648 and is intended for standardization. This
protocol enables the MN to register to the HA or to a CN its preferences related to the
distribution of incoming traffic to its active radio interfaces. It is based on the Flow Binding
Identification (FID) concept that defines a binding of a traffic flow to a BID (or set of BIDs in
case that n-casting is required). A MN may introduce multiple FIDs each one specifying the
handling of a different traffic low. Moreover, a MN may update the BIDs associated with
a FID enabling thus mobility at a traffic flow granularity (flow handover). Note that the
term traffic flow refers to a set of IP packets that match a specific traffic selector [STM™10].
A traffic selector describes packet attributes and their values that are shared among the
flow’s packets such as source and destination IP addresses, source and destination ports,
transport protocol number and other IP or higher layer header fields. The format of traffic
selectors is currently specified in [TGSMI0].

Proxy Mobile IPv6 (PMIPv6), a network-based solution standardized by IETF for local-
ized mobility management, has native support for multi-homing |[GLD™08]. A MN that
is authorized to register to a PMIPv6 mobility domain acquires its address(es), through the
network’s address configuration mechanism, from a set of home network prefixes (HNPs)
that are uniquely assigned to it. A different set of HNPs is (statically or dynamically) as-
signed to each network interface of a MN that connects to a PMIPv6 domain, in analogy to
the assignment of in standard [MIPv6] PMIPv6 handles host mobility in a transparent
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manner, i.e., without involvement of the MN in IP mobility management signaling. The
protocol is based on two basic functional elements: (a) the Local Mobility Anchor (LMA)
that has the role of the [HA] in a PMIPv6 domain by maintaining MN reachability state
and acting as the topological anchor point for the MN’s HNPs, (b) the Mobility Access
Gateway (MAG) that is deployed in each access router and handles mobility management
signaling on the behalf of the MN. Specifically, the MAG updates the MN’s reachability
(binding) state to the LMA by tracking its movements and emulates the MN’s home link
by providing solicited Router Advertisements with the same address configuration proper-
ties (e.g., HNPs, default router) across the entire PMIPv6 mobility domain. A MN that
moves across served by different MAGs does not notice any change in its Layer 3
connectivity status as the new MAG replies to MN’s Router Solicitations with the same
address configuration properties that are retrieved from the LMA. The lookup key that is
used to locate a MN’s binding state in the LMA is a Mobile Node Identifier (e.g., a Network
Address Identifier or a MAC address) that becomes available to a MAG either by the MN
during authentication or the previous MAG. A MN-Identifier and the HNP assigned to a
MN characterize a mobility session in PMIPv6.

natively supports mobile node multi-homing through a single physical interface
(radio interface) by allowing the configuration of multiple IP addresses on the interface
from the [MNJs set of However, addresses that belong to the HNPs assigned to a
certain mobility session may not be configured to more than one radio interfaces. Thus,
a MN engaged in a single mobility session may not simultaneously utilize two or more
radio interfaces, although handovers across different interfaces are supported. In this case
the source radio interface is deactivated after handover execution. Assume a MN that
simultaneously activates a second radio interface and registers to the same PMIPv6 domain.
A new mobility session is, then, spawned, that is characterized by a different MN-Identifier
(e.g., the MAC address of the newly activated radio interface), and a new set of HNPs is
assigned to the MN. PMIPv6 handles independently for each mobility session the continuity
of their respective flows as the MN’s radio interfaces roam across served by different
A vertical handover on one of its radio interfaces will redirect the flows of its
respective mobility session to the second radio interface, resulting, thus, in a single active
radio interface serving the flows that belong to two mobility sessions. With appropriate
signaling support from the MN (that is out of scope of RFC 5213) the flows of either

mobility session could be turned back to the first radio interface after a second vertical
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handover. Flow mobility is, thus, enabled at the granularity of a mobility session, i.e., it is
not possible to move a traffic flow from one mobility session to the other, but instead the
flows of each mobility session are redirected as a set across RANs of the same or different
RAT. The NetExt working group that is working on extensions to PMIPv6 is currently
evaluating enhancements to PMIPv6 that will allow fine-grained mobility of multi-homed
MN’s at a traffic flow level [MGI0, [BJK™10].

has been adopted by 3GPP Release 8 [EPS| for network controlled mobility
management across 3GPP access networks and non-3GPP trusted/untrusted access net-
works [3GP09al. Although a may configure multiple to one or more Packet Data
Networks (PDNs), it is not possible to route traffic from a single or multiple PDNs to more
than one access systems simultaneously. Thus, mobile node multi-homing through multiple
radio interfaces is not currently supported. The same holds in cases that [Sol09] is
used for MN controlled mobility management across different radio access systems. Regard-
ing the Release 8 [-WLAN] interworking architecture, that is also based on DSMIPv6 for
session continuity across 3GPP and WLAN access systems, simultaneous use of more than
one radio interfaces is not possible. 3GPP has recently published a technical report [3GP09€]
that studies solutions for the support of a) simultaneous use of two different access systems
for serving the traffic of one or more PDN connections and b) IP flow mobility across the
different access systems. The studied solutions are based on PMIPv6 and DSMIPv6 and
are applicable to both [FWLAN] and [EPS] interworking architectures. The report proposes

as most appropriate the DSMIPv6 based solutions that incorporate MIPv6 extensions for
this purpose [STM™10] [WDT™09]. The solution is further specified and considered for
adoption in Release 10 specifications [3GP10c].

1.2 Thesis Contribution

The contribution of this thesis includes the following:

e Unified handling of the subproblems of radio interface activation, network selection
and traffic flow distribution in a mobile node with multiple radio interfaces and multi-
homing capabilities, that operates in heterogeneous network setting. This thesis spec-
ifies and provides an analytical formulation of the resulting problem, named Traffic

Flow Assignment Problem (TFAP), that involves the joint optimization of operational
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cost (network usage charges) and energy consumption of the mobile node. The for-
mulation incorporates additional constraints, with reference to related approaches in

the literature, that results in a more realistic modeling of the problem domain.

Solution method for TFAP that involves its transformation to a single-objective opti-
mization problem. The method prescribes the determination of an upper limit in the
mobile node’s power consumption, on the basis of device and user related factors, and
the conversion of the power consumption objective to a problem constraint. The for-
mulation of the single-objective problem is validated through its mapping to a binary
integer programming representation and solution of sample problem instances in the

Lingo environment [LIN09].

Complexity analysis of TFAP through reduction from the Multiple Knapsack Problem
with Assignment Restrictions that is NP-Hard.

Specification of a heuristic algorithm, that is based on local search, for approximating
TFAP problem solutions. The algorithm establishes a good trade-off between quality
of results and performance of execution. It’s computational efficiency allows its de-
ployment to resource constrained mobile devices or to mobile routers that iteratively

face considerably larger problem instances.

Evaluation of the merits of optimized flow assignment in a simulated environment.
Towards this purpose an event-driven simulator has been implemented and the heuris-
tic algorithm is compared against an alternative that has been proposed in a similar

context.

Specification of a system architecture for the deployment of advanced network selec-
tion or decision schemes. Basic system requirements are: (a) availability of
cross-layer (device configuration and user preferences, network and application con-
text) information in the decision points, (b) support for dynamic participation of
different network operators, (c¢) interoperability in the information exchange among
different actors (mobile terminals, network operators, service brokers), (d) support
for personalized computational intensive decision algorithms irrespective of
hardware configuration. The proposed architecture is based on software agents that
are representatives of (i) users, (ii) network operators, (iii) the regulator and (iv)
a service broker (Multi-Access Provider) that serves and system management
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purposes. The thesis specifies agent functionality, interaction protocols among them
and a fragment of an ontology for the representation of bearer services provided by
network operators. A basic feature of the architecture is the support for personalized
decision making deployed on the network side and the employment of agent mobility

for minimal communication delay with the [MMT]

e Evaluation of the feasibility of the agent-based approach, in terms of introduced com-
munication overhead due to agent interaction and agent mobility, through the im-
plementation of a simulation system. The simulation system is based on a widely
used agent development framework, Java Agent Development framework (JADE),

and simulation results support system feasibility.
This contribution has been originally presented in the following publications:

e Vassilis E. Zafeiris and E.A. Giakoumakis. Optimized traffic flow assignment in multi-

homed, multi-radio mobile hosts. Elsevier Computer Networks, In Press, 2010.

e Vassilis E. Zafeiris and E. A. Giakoumakis. An agent-based perspective to handover
management in 4G networks. Wiley Wireless Communications and Mobile Comput-
ing, 8(7):927-939, 2008.

e Vassilis E. Zafeiris and E. A. Giakoumakis. Towards flow scheduling optimization in
multihomed mobile hosts. In Proc. IEEE 19th International Symposium on Personal,

Indoor and Mobile Radio Communications, (PIMRC 2008), pages 1-5, Sept. 2008.

e Vassilis E. Zafeiris and E.A. Giakoumakis. Mobile Agents for Flow Scheduling Support
in Multihomed Mobile Hosts. In Proc. International Wireless Communications and
Mobile Computing Conference, (IWCMC 2008), pages 261-266, 2008.

e Vassilis E. Zafeiris and Emmanuel A. Giakoumakis. An Agent-Based Architecture for
Handover Initiation and Decision in 4G Networks. In Proc. IEEE 6th International
Symposium on World of Wireless Mobile and Multimedia Networks, (WOWMOM
2005), pages 72-77.



Chapter 2

Related Work

The related work is divided in two sections. The first one focuses on algorithms and ap-
proaches for traffic flow assignment. The second elaborates on related work on architec-
tures for supporting the employment of flow assignment and advanced network selection

algorithms.

2.1 Optimized traffic low assignment in multi-homed hosts

2.1.1 Network selection algorithms

Network selection algorithms apply to a special case of where the [MN] is single-
homed, i.e., it may not simultaneously activate more than one radio interfaces to serve its
traffic. Thus, the problem degenerates to selection of the best available bearer service for
serving application traffic on the basis of user preferences, device restrictions and traffic

flows’ requirements.

2.1.2 Traffic flow assignment in fixed hosts and multi-homed networks

Multi-homing is often employed by stub networks (enterprises or Internet Service Providers
- ISPs) in order to enhance the reliability, performance or independence (avoiding lock-in
to a single provider) of their Internet connectivity. Techniques and challenges related to the
realization of multi-homing in IPv4 networks are summarized in [LX07]. Effective usage
of a stub network’s links with its ISPs is a complementary issue to multi-homing deploy-
ment and involves distributing incoming and outgoing traffic to appropriate links for cost

and performance optimization. Such active control of traffic routing, often referred to as

17
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smart routing, is performed by the network’s edge routers. Goldenberg et. al [GQXT04]
study the assignment of traffic flows of a user, multi-homed through various ISPs, under a
percentile-based charging model. This work focuses on link management and traffic assign-
ment from the perspective of a mobile node that is multi-homed through two or more radio
access networks. This perspective differentiates the aforementioned problem in terms of
requirements and constraints. In contrast to a multi-homed access router, available access
links for a mobile node may change over time, due to user movement to different locations.
Moreover, a MMT may not be able to utilize more than one links of the same (if
it is equipped with a single radio interface that is compatible with that , thus, an
access link selection process is involved in traffic assignment optimization. As link QoS may
vary across different RATs and operators, both QoS and capacity requirements of traffic
flows need to be taken into account during flow assignment. This thesis incorporates power
consumption into the set of objectives under optimization, due to the importance of user

autonomy in a mobile networking setting.

End-host multi-homing is emerging as an effective solution for enhancing the perfor-
mance and reliability of wireless access in a multi-access/multi-RAT network setting. The
PERM framework is proposed towards this direction [THLOG], that enables collaborative
Internet access through residential WLANs. PERM resides in end-hosts, deals with non
real-time traffic flows and assigns them upon their establishment to appropriate wireless
links. Flow assignment is based on: (a) prediction of flows’ expected traffic volume and
(b) monitoring and capacity estimation of available links. PERM scheduling involves pre-
diction of the end-host’s destination IP addresses that is based on their time correlation.
Thus, for each remote IP address a list of other IP addresses is maintained, sorted by the
number of connections within a recent time window. Given the last visited IP address, one
of the first m addresses in its associated list will be visited with high probability. Moreover,
for each remote IP address the traffic volume of its last n connections is maintained as a
time series and the volume of a newly arriving flow is estimated as a weighted-sum of its
predecessors. Traffic flows are classified to light-volume (< 8KB) and heavy-volume ones
and their scheduling is based on the Round Trip Time (RTT) and throughput of available
wireless links. Flow scheduling targets the minimization of either the flows’ total trans-
mission time or the maximum transmission time. Transmission time for a flow ¢ scheduled
to link j is defined as V;/A;; where V; is the flow’s expected traffic volume and A;; the
achievable bandwidth on the link. Moreover, A; ; = B;/(ZRTT?) where RTT,; is the
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of link i and Z the total number of flows scheduled to i. Since the optimization problems
are NP-complete integer non-linear problems and their parameters constantly change the
author propose heuristics for their solution. This work focuses on scheduling of both real-
time and non-real time flows for economic cost and power consumption optimization. The
proposed problem formulation takes into account flow performance in the form of guaran-
tees on minimum QoS requirements, rather than as objective for optimization that is the
case in PERM.

2.1.3 Middleware for traffic flow assignment

Bonin et. al [BLH09] designed and implemented a middleware, named Ubique, for man-
agement of a MMT’s radio interfaces and optimal assignment of application traffic flows
to them. Flow assignment is based on information that is modeled and stored as a set of
profiles that are relevant to user preferences, network context, application requirements etc.
The middleware comprises functional entities for the management and retrieval of profile
information, as well as for decisions on flow assignment. With regard to the latter, it is
described as a multi-objective optimization problem without including details on the prob-
lem formulation and the objectives under optimization. This work is complementary to
Ubique as it specifies an approximation algorithm for the flow assignment problem that can
be incorporated as a decision method in the architecture.

Nguyen et. al [NVAGDOS| adopt a two phase approach for the management of connec-
tivity of a multi-interface host with each phase being triggered by different events. The
first phase involves radio interface activation, on the basis of policies that take into account
battery level, user preferences, velocity and traffic activity. Network selection is triggered,
in a second phase, by: (a) changes in radio interfaces’ activation status, (b) user movement
towards the boundaries of currently used cell(s) and (c) changes in traffic load. Network
selection is based on a utility function that consists of the weighted product of various
factors such as power consumption, cost, network load and capacity, and Received Signal
Strength (RSS). Access networks with highest utility are associated with the respective ra-
dio interfaces. A challenge for this approach is the appropriate selection of network selection
attribute weights. Moreover, the proposed network selection procedure is more appropriate
for scenarios where a single interface can serve all user traffic. In case that two or more
interfaces need to be activated, a flow-to-interface assignment phase must also be incorpo-

rated. The assignment of traffic to each interface may also require the selection of different



20 CHAPTER 2. RELATED WORK

weight vectors for each interface, e.g., due to the different QoS requirements of assigned
flows. In this work, the radio interface activation, network selection and traffic assignment
problems are addressed in a unified manner with focus on economic efficiency and energy

autonomy.

Bellavista et. al [BCG09] provide a conceptual model for connectivity management in
a multi-access/multi-RAT setting. The model is based on three basic concepts: interface,
connector and channel. Interfaces represent the wireless hardware equipment of a device,
while connectors correspond to infrastructure or ad hoc points of access that provide con-
nectivity. A channel refers to a pair (interface, connector) properly configured for serving
user traffic. On the basis of these concepts three levels of connectivity flexibility are de-
fined: (a) 4G, where a MMT uses exactly one of its interfaces to serve application traffic
and switches among them with vertical handovers, (b) where two or more interfaces
may be active at the same time, each one associated with a single connector and (c) Always
Best Served (ABS) that extends with the capability of an interface to use more than

one connectors (multiple channels per interface).

The authors in [BCG09] propose a Mobility-Aware Connectivity (MAC) middleware for
channel management in an [ABS| context. The middleware comprises a Context Gathering
layer that incorporates components for (a) network context information retrieval (Network
Interface Provider) and (b) host mobility state estimation (Mobility and Peer Estimator).
This work is relevant to the Metric Application layer of the proposed middleware that
evaluates and selects connectors and channels on the basis of applications’ connectivity
requirements. The Metric Application layer comprises the Connector Manager (CoM) and
Channel Selector (ChaS) components. CoM performs evaluation of available channels, in
terms of durability and reliability, on the basis of factors such as host mobility status,
connector range, level of trust, energy consumption. A subset of them is provided to
ChaS as candidate channels for serving application traffic flows. ChaS evaluates candidates
channels with metrics expressing application requirements such as Bit Error Rate (BER),
delay, jitter, bandwidth and channel durability. Selected channels are passed to CoM in
order to be associated with mobile host’s radio interfaces. Although, MAC focuses on
selection of candidate channels it does not provide a detailed specification of the algorithm
that determines the channels that will be finally utilized and the distribution of application
traffic flows to them. This work is based on the conceptual model of [BCG09] and assumes an

[ABC]level of connectivity flexibility. It contributes to this conceptual model by providing an
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analytical formulation of the problems handled by the CoM and ChaS components. These
problems are combined into a single optimization problem with focus on cost and power

consumption optimization.

2.1.4 Combinatorial optimization formulations and algorithms

Flow assignment in a multi-interface host is modeled as an optimization problem in [KAEQ7,
XV05, [GAMO5]. Reference [KAEQ7] studies the problem from the perspective of an enter-
prise that seeks to assign its outbound traffic to multiple ISPs. Two types of flows constitute
outbound traffic: (a) size-fized flows that do not usually set constraints on transmission du-
ration but require all their data to be transmitted and (b) time-fized flows that have fixed
duration with specific QoS requirements and their transmitted data size can be compressed.
Size-fixed flows correspond to non real-time flows, e.g., file downloads, database transac-
tions, and are characterized by their data volume. On the other hand, time-fixed flows
represent real-time audio/video flows and are characterized by their duration, the preferred
and the minimum transmission rate. Flows are served through assignment to network re-
sources that are characterized by bandwidth, duration and quality. Quality is expressed
in terms of packet loss rate that lowers the available bandwidth (effective bandwidth) of a
resource. A network resource represents bandwidth capacity available for a fixed duration
by an ISP and is charged with a fixed cost. The assignment of flows to resources incurs net-
work usage cost, due to capacity reservation, and opportunity costs due to not meeting the
preferred transmission rate of time-fixed flows. Thus, the flow assignment problem involves
establishing a trade-off between economic and opportunity cost without violating network
resource capacities and minimum transmission rates of time-fixed flows. A special case of
the problem with identical resources and equal preferred and minimum transmission rates
for time-fixed flows corresponds to the two-dimensional bin-packing problem (2D-BPP) that
is NP-hard in the strong sense.

Reference [XV05] models flow assignment as a bin packing problem where access net-
works correspond to bins and flows to items that need to be packed. Each flow is charac-
terized by bandwidth, maximum delay requirements and the capability of being partitioned
across more than one radio interfaces. Moreover, each flow is associated with an access
preference for assignment to a certain network. Not meeting flow access preferences in-
curs dissatisfaction cost. Each access network has bandwidth, maximum delay and power

consumption attributes. The flow assignment problem, termed Multi-Constraint Dynamic
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Access Selection (MCDAS) problem, involves minimization of power consumption and dis-
satisfaction costs subject to network capacity and flow QoS constraints. The problem is
further categorized as online, in case that flows arrive sequentially without knowledge on
the arrival of subsequent flows or offline when all flows are initially available. The problem
formulation does not take into account network usage cost and assumes that both provided

capacity and traffic flows correspond to a single uplink or downlink direction.

In [GAMO5] the problem is formulated as a Multiple choice Multiple dimension Knapsack
Problem (MMKP) with multiple knapsacks. Specifically a set of unidirectional traffic flows
F} is considered and each flow is associated with a QoS profile comprising various QoS
levels, g;.. Available access networks are mapped to knapsacks K; with bounded capacity
representing their bandwidth. The formulation assumes the existence of the functions: (a)
R(q) that maps a QoS level g to a network resource level r, (b) U(q) that maps a QoS level
to user utility v and (c) C'(r) that maps a resource level to economic cost. The assignment
of ¢;, to K; results to user profit u;; = U(qg;j) and incurs network usage cost ¢;; = C'(R(gij;))-
The traffic flow assignment problem involves packing flows, at appropriate QoS levels, to a

minimal subset of knapsacks so that total net utility (> u;; — ¢;;) is maximized.

The aforementioned approaches to flow assignment ([KAEQ7, XV05, [GAMO05]) are not
directly applicable to the context of a multi-homed mobile host. The main reason is that
not all combinations of available wireless networks, that provide the combined capacity
required by traffic flows, may be part of a problem solution. As the MMT is equipped with
a finite number of radio interfaces, each one corresponding to a specific [RAT] and being
capable of associating to a single RAN] candidate problem solutions span only the subsets
of available networks that can be simultaneously bound to the MMT’s radio interfaces. This
constraint maps flow assignment to a generalization of the Multiple Knapsack Problem with

Assignment Restrictions [DKK™00] instead of the multiple knapsack or bin packing problem.

The problem of traffic flow assignment in a multi-homed mobile network is studied
in [WWYT07]. The problem context involves a network deployed on a vehicle that follows
a predefined route (e.g., a bus or train). The route comprises a sequence of sites with
different access network availability. The authors assume a predefined set of networks, each
one having presence in one or more sites of the vehicle’s journey. The mobile network serves
application traffic flows by distributing them to the set of networks that are available in each
site. Given that the vehicle moves between sites in predictable time intervals, the duration of

each flow is defined in terms of a sub-sequence of sites. The traffic flow assignment problem
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involves assignment, for each site, of its active traffic flows to available access networks
with the objective of minimizing handover cost. The authors study the complexity and
provide heuristic algorithms (a) for online and offline versions of the problem and (b) for
flows with or without capability of being partitioned across two or more radio interfaces.
This traffic flow assignment problem formulation, also assumes that the mobile network
may simultaneously utilize all available networks without being restricted by the number
and RATSs of its edge router’s radio interfaces. Moreover, it does not take into account
network usage costs and assumes that all available networks satisfy the traffic lows’ QoS

requirements.

Finally, another approach that focuses on assigning traffic flows to available connections
is described in [SKKO§|. The problem is called Network Connection Selection (NCS) prob-
lem and involves assigning n traffic flows to m already established connections of a [MMT]
Basic assumptions of the problem formulation are: (a) available connections satisfy the
QoS requirements of all flows, (b) traffic flows are non real-time and have the same direc-
tion, e.g., file downloads, (c¢) flows are served sequentially by each radio interface, (d) the
network usage cost and duration of transferring flow j through connection ¢ are problem
parameters with values c;; and d;; respectively. NCS is a bi-objective integer non-linear
optimization problem that targets the joint minimization of the total transfer cost and the
maximum duration of file transfers on all radio interfaces. The authors approximate prob-
lem solutions through a heuristic algorithm that is applied on a single-objective version of
the problem. This problem version is based on a single objective function that produces a
compromise solution and is a linear combination of the cost and maximum duration func-
tions. Nevertheless, the problem formulation in [SKKOS| sets enough assumptions to make
it too specific for its application in an[ABC]| context, where different types of radio interfaces
are supported, network selection is required and bearer service properties as well as traffic

flow requirements in terms of QoS are not identical.

2.1.5 Concurrent Multipath Transfer

A research area that is relevant to the utilization of multiple radio interfaces for increas-
ing the performance and reliability of wireless access is Bandwidth Aggregation (BAG)
that is also referred to as Concurrent Multi-path Transfer (CMT) [CR06l TAS06, LWZ08|
FCCMO7, KS07, [TS09, [KZSHO5]. refers to the problem of scheduling user traffic to
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multiple active connections in a way that packet reordering in the receiver side is mini-
mized. The ultimate goal is to have multiple radio access connections that behave as a sin-
gle one with aggregated bandwidth. Both network layer (e.g., [CR06]) and transport layer
(e.g., [TAS06, LWZ08, [FCCMO07, [KS07, [TS09, [KZSHO05]) approaches have been proposed
for Transport layer approaches focus mainly on: (a) enhancements to transport layer
protocols such as TCP or Stream Control Transmission Protocol (SCTP) [SXM™00] for the
incorporation of [CMT]| capability [TAS06, LWZ08, FCCMO07, KZSH05] and (b) utilization of
multiple radio interfaces of a single or multiple hosts for improving TCP performance in a

mobile networking setting [KS07, [TS09).

[BAQ] solutions schedule traffic at the packet level and not at the flow level that is the
focus of this work. Scheduling of flows trades off the fine-grained control that packet schedul-
ing offers, for lower processing costs and ease of deployment with minimal interventions in
network infrastructure or device protocol stack. Nevertheless, the problem formulation pro-
posed in Section can be extended for the support of [CMT}enabled [SCTP| flows by

relaxation of the flow integrality constraint.

2.2 Architectures enabling TFAP optimization schemes

Traffic flow assignment involves network selection for one or more radio interfaces of the
and decision on the distribution of application traffic flows to them. Network selection
constitutes the main responsibility of the handover decision mechanism (it also focuses on
determining the timing for handover execution). The support of optimized network selection
in a MMT, with multi-homing capability, that operates in a heterogeneous radio access
environment requires the presence of appropriate software infrastructure deployed to both
the MMTs and the network side. A short review of architectures proposed for such an
infrastructure is included in this subsection. The various architectures are categorized in
terms of the degree of their components’ distribution among the MMTs and the network
side. In “host-centric” architectures, system components are deployed on end-hosts, while in
“network-based” architectures their components are distributed to both MMT's and network
nodes. Approaches that are specified by standardization bodies are presented separately in

the first part of this section.
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2.2.1 Standardization efforts
IEEE 802.21 Media Independent Handover Services

The IEEE 802.21 Media Independent Handover (MIH) Services standard focuses on en-
abling optimized handovers across heterogeneous access networks [IEE0S]. IEEE 802.21
does not introduce a mobility management protocol but instead integrates in the mobility
management protocol stack of both MNs and network entities and provides a framework
for deploying advanced handover initiation and decision policies. Its services are delivered
through the cooperation of MIH Function (MIHF) entities that are deployed to and to
access or core network elements. The IEEE 802.21 standard specifies the responsibilities of
a MIHF and a protocol for the interaction of MIHF's deployed to different network entities.
Moreover, it defines service access points (SAPs) for the integration of the MIHF to the
protocol stack of its execution environment.

The [MIHF] provides services to Layer-3 and above mobility management protocols, as
well as to the management and data bearer plane of a network node through a media inde-
pendent handover service access point (MIH_SAP). The MIH_SAP interfaces with Layer-3
and above protocols for the support of vertical handovers, as horizontal handovers are out
of scope of IEEE 802.21. The services that MIH_SAP provides access to are:

e the Media Independent Event Service (MIES) that detects changes in link layer prop-

erties and initiates appropriate events to upper layers (e.g., Layer 3),

e a Media Independent Command Service (MICS) that provides a set of commands for
controlling link-layer properties relevant to handover and switching among different

links if required,

e a Media Independent Information Service (MIIS) that provides information on avail-
able access networks and their service properties, thus enabling advanced handover

decisions across different access technologies.

The [MIHE] also interacts with different types of link layers of its local network node
through media dependent SAPs (MIH_LINK_SAPs) in order to deliver its services to the
upper layers. Moreover, it uses the services of remote MIHFs through a media dependent
transport SAP (MIH.NET_SAP). Note that the MIHF is deployed in [MNs (MN-based
MIHF), to Point of Access (PoA) network elements (e.g., 3GPP base stations, WLAN
Access Points) and to non core network elements of the various networks. A MIH
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Network Entity that interacts with a MN-based MIHF acts as its MIH Point of Service
(MIH PoS). However, it is possible that a MIH Network Entity may not interact with MN-
based MIHF's but instead provide services to MIH Pos elements and in this case it is called

MIH Non-PoS element.
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Figure 2.1: MIIS Basic Information Schema

The MIH enables the definition and deployment of advanced handover initiation and
decision policies with varying levels of control distribution among the MNs and network
nodes. Thus, it supports the definition of Mobile Controlled Handover (MCHO) policies,
Network Controlled Handover (NCHO) and Mobile Assisted Handover (MAHO) policies.
Handovers may be initiated by local or remote events received through subscription to the
local [MIHF or to a remote MIHF of a Handover decision is based on static and
dynamic information related to the available networks in the [MNJ's current location. Static
information spans link-layer parameters such as channel information, MAC address and se-
curity information of the [PoA]l QoS and cost information, as well as information on higher
layer services provided through the PoA. Such information is provided by [MIIS| servers
through appropriate queries that may include operator and geographical range crite-

ria. Figure [2.1] presents the main information elements of the MIIS schema that includes



2.2. ARCHITECTURES ENABLING TFAP OPTIMIZATION SCHEMES 27

network, network type, PoA and operator related concepts. Dynamic information on re-
source availability of PoAs can be directly retrieved through the [MICS|of their serving MIH
PoS. Thus, MIH allows a MN to receive information on available access networks through
a single radio interface. However, after the handover decision the MN has to actively scan
and measure through its radio interfaces the signal strength of candidate access networks

in order to verify their capability of providing the required QoS and capacity.

3GPP EPS Access Network Discovery and Selection Function

3GPP Release 8 [EPS| has introduced a core network element for supporting a in ef-
ficient access network discovery and selection in a multi-RAT multi-access radio access
environment. This[EPC|element is called Access Network Discovery and Selection Function
(ANDSF) and it delivers its services to network subscribers with the role of Home-ANDSF
(H-ANDSF) or to roaming users with the role of Visited-ANDSF (V-ANDSF) [3GP09al.
Although [ANDSF] services are not required for a [MN[s base operation, they contribute to
better adaptation to network context and user preferences.

services are employed by the [MNJs handover decision function and contribute
to handover decisions aligned with operator policies and user preferences. ANDSF’s role
involves: (a) provision to the MN of the operator’s inter-system mobility policy, (b) delivery,
upon MN request, of the list of available access networks on the basis of RAT and location-
based criteria. The inter-system mobility policy is updated either by network triggers or
after MN request for network discovery and selection information. ANDSF supports mobile-
assisted vertical handovers as the decision on the target network for handover execution is
derived by the cooperation of the home/visited network and the MN. Specifically,
ANDSF transfers to the MN operator policies and network availability information that
determine the candidate access networks for handover, while the MN selects appropriate
candidate networks on the basis of user preferences.

is deployed in the core network of a 3GPP EPS network and delivers its services
through direct communication with the MN. MN interaction with ANDSF takes place over
a secure IP connection and is based on the S14 reference point [3GP10b]. Both push and
pull methods are used for information transfer over S14 that is based on the Open Mobile
Alliance Device Management (OMA DM) protocol and the respective management object
(MO) management object defined in 3GPP TS 24.312 [3GP10a]. The ANDSF MO defines

the structure of the policies and the discovery information. Each policy comprises a set
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of rules that define the priority of access networks. Moreover, each rule is associated with
geographical and temporal information that determine the conditions that the rule is valid.
The discovery information includes the type and the service area (geographical area) of
an access network as well as access specific information such as channel information, cell
type etc. More elaborate information is left to be defined by vendors and standardization
bodies of the respective access technologies (e.g., OMA-DDS_ConnMO-V1_0 [OMAO8a] and
OMA-DDS_ConnMO-WLAN [OMAO8D] for WLAN related information).

TIEEE 1900.4 standard

The IEEE 1900.4 standard [IEE(09a] defines a management system, its architectural ele-
ments and the information exchanged among them, for distributed optimization of radio
resource usage in a heterogeneous radio access environment. This environment comprises
multiple and Composite Wireless Networks (CWNs). A CWN is defined in [IEEQ09a]
as a network composed of multiple radio access networks that are interconnected through
a packet-based core network with IEEE 1900.4 entities deployed in it. With regard to
they incorporate multiple radio interfaces with or without multi-homing support.
IEEE 1900.4 focuses on the building blocks, distributed in mobile terminals and CWNs,
for context-awareness, generation and enforcement of reconfiguration policies for optimized
radio resource management. Moreover, it identifies three use cases for the management sys-
tem and describes their realization through the collaboration of the aforementioned building
blocks.

The system requirements for IEEE 1900.4 are represented by the use cases: (a) dynamic
spectrum assignment, (b) dynamic spectrum sharing and (c) distributed radio resource
optimization. The first use case refers to the dynamic assignment of frequency bands to
within a[CWN] operating in a given geographical area and time, for spectrum usage
optimization. Dynamic spectrum sharing involves different RANs and terminals gaining
dynamic access to fully or partially overlapping spectrum bands in a way that causes less
than an admissible level of mutual interference. Finally, distributed radio resource optimiza-
tion refers to allocation of radio resources for serving traffic needs in a way that network,
terminal device and user objectives are satisfied. The latter assumes static assignment of
channels to RANs and is more relevant to this thesis.

In TEEE 1900.4, the decision making involved in radio resource optimization is dis-

tributed among [CWNs| and [MNs] Specifically, the network side is responsible for generation
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and transfer of appropriate policies, while the MNs decide on the assignment of their traffic
flows to available radio resources in a way that network policies are not violated. Enforce-
ment of MN decisions may involve its reconfiguration or execution of handovers, procedures
that are out of scope of this standard as concerning their realization. Note that terminal
reconfiguration refers to reconfiguration of its hardware, and/or software in order to change
its operating parameters in the physical or link layers (e.g., carrier frequency, signal band-
width, radio interface) in one or more of its radio interfaces [[EE09a]. The decision points
in the IEEE 1900.4 architecture are the Network Reconfiguration Manager (NRM) and the
Terminal Reconfiguration Manager (TRM) deployed in the core network of CWNs and MNs
respectively. Possible deployment options for the NRM (and the IEEE 1900.4 architecture
as well) are: (a) single CWN with a single NRM node, (b) multiple CWNs with a common
NRM and (c) multiple CWNSs, each one owning its NRM that collaborates with NRMs of
others. With regard to TRM, each MN has its own instance of TRM.

\— Terminal
— Applicati 1 =
i e = RSSPolicy
evice
=] ApplicationProfile
1
\—| ApplicationCapabilities 1
1% 1 s = DeviceProfile
= ApplicationMeasurements
= User : |2 DeviceCapabilities
1 —
|=! DeviceConfiguration
1 1
Q UserProfile 2
& Link
1
| & UserSubscription 5
|=! LinkProfile

= UserPreference
= LinkCapabilities
1 e
H LinkMeasurements

s

| DeviceMeasurements
1 1

=] ObservedChannel

| ObservedChannelProfile
| ObservedChannelCapabilities

= ObservedChannelMeasurements

Figure 2.2: Terminal related classes.

[NRM] collects network context information from all connected to its CWN, as
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well as from RANs of other CWNs through the respective NRMs. Moreover, it collects
terminal context information from the TRMs of MNs connected to its CWN or from other
NRMs for terminals served by other CWNs. Its decision making is also based on spectrum
assignment policies that are provided by the Operator Spectrum Manager (OSM) building
block deployed in each[CWN] NRM generates radio resource selection policies that are prop-
agated to the of mobile terminals. On the basis of these policies, network and local
context information, each TRM decides on the radio resources that will be used for serving
its traffic. The enforcement of TRM decisions is handled by the Terminal Reconfiguration
Controller (TRC) block that is also deployed in each NRM may also generate RAN
reconfiguration requests that are handled by the RAN Reconfiguration Controller (RRC)

element available in each RAN.
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Figure 2.3: CWN related classes.

Policy generation and decision making is based on rich network and terminal context
information that is retrieved by appropriate IEEE 1900.4 blocks deployed in[RANg and [MNs|
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namely, RAN Measurement Collector (RMC) and Terminal Measurement Collector (TMC)
respectively. Figures and present [UMI] class diagrams with the main information

elements comprising network and terminal context.

IEEE 802.11u amendment for Interworking with External Networks

The IEEE 802.11u draft standard specifies an advertisement service that enable faster dis-
covery and selection of WLANs [IEE09D]. Generic Advertisement Services (GASs) provide
transport mechanisms for advertisement services toward mobile hosts that are either associ-
ated or not with an Access Point (AP). IEEE 802.11u enables a disconnectedto discover
information related to services provided by an infrastructure WLAN, as well as services ac-
cessible through external networks that interwork with the WLAN. GAS is designed to
support multiple query protocols and allows a mobile terminal to access information avail-
able locally to the AP or to retrieve it from external networks, e.g., it enables access to
IEEE 802.21 [MIIS] Description of an information model for advertisement services is out
of scope of IEEE 802.11u.

2.2.2 Host based solutions

A layered middleware architecture is proposed in [BCCF05] for supporting the develop-
ment of mobility-aware and context-aware applications. The middleware comprises two
layers: the Mechanisms layer and the Facilities layer. The Mechanisms layer includes [RAT}
dependent modules and specifically one module for each supported by the Each
module includes a context gathering component and a component for managing the hand-
over procedure. Vertical handovers are not handled at the Mechanisms layer but at the
Facilities layer that coordinates the operation of the [RAT]| specific modules. The latter
comprises two general purpose facilities, namely NCSOCKS and Mobility Awareness &
Management (MM), and one domain-specific Multimedia Streaming facility. The MM facil-
ity includes a Connection Monitor component that gathers context information on available
connections and a Location monitor component that retrieves the MN’s location. Their fo-
cus is on providing a uniform context representation to the services layer. Moreover, the
MM facility manages the vertical handover procedure. The facilities layer provides an API
for applications to control terminal connectivity on the basis of context and their connec-

tivity requirements. However, this approach results in an application specific management
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of the handover procedure, while a mechanism for resolving possible conflicts, in case that

multiple applications are simultaneously contesting for connectivity, is not provided .

In [SRJS05] an end-to-end middleware is proposed that provides applications with trans-
parency from changes in connectivity through a channel abstraction. Each channel is as-
sociated with a transport layer connection and is constantly monitored and managed by
a Channel Management Agent (CMA) executing in each end-host. An advantage of such
architectures is their support of handover management without modifying the existing net-
working infrastructure. However, legacy applications need to be rewritten in order to utilize
their features. Moreover, the overhead related to handover management is distributed to
the usually resource constrained

Tramcar (Transport and Application Layer Architecture for vertical Mobility with Context-
awareness) is a host-based solution for vertical handover control [HNHOT7]. It targets mobile
hosts with multiple radio interfaces that employ a transport layer solution for mobility
management. Specifically, Tramcar controls the execution of an SCTP variant for mobility
management, mobile SCTP (mSCTP) [RT07], by modifying the set of IP addresses that are
available for active connections and choosing the primary address after handover decision.
The proposed architecture comprises a Handover Manager (HM) and a Connection Manager
(RM) component. HM evaluates available access networks and selects, when required, the
most appropriate for handover execution. Access network selection is based on ranking each
network through an objective function that combines in a weighted sum the normalized val-
ues of its cost, service (available bandwidth, reliability) and power consumption attributes.
The CM is responsible for (a) network discovery, (b) registration to networks that are hand-
over candidates and (c¢) handover execution. Networks that are handover candidates are
determined by HM and CM configures an IP address to each one of them. These addresses
are added to active SCTP connections as secondary addresses. Once a decision for handover
execution is made by HM, CM informs the correspondent node of the new primary address.
Although Tramcar’s deployment does not require changes in the network infrastructure its
applicability is limited to cases where both communicating endpoints support an SCTP
variant for mobility management. Moreover, the actual mechanism for context information

retrieval and the structure of this information are not specified.
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2.2.3 Network-supported architectures

This category of approaches for support of optimized handovers in a heterogeneous radio
access environment is characterized by distribution of the decision mechanism and the
architecture components between user terminals and the network.

In [AMXO05] an Architecture for Ubiquitous Mobile Communications (AMC) is proposed
for the integration of heterogeneous communications’ systems. The concept of Network
Inter-operating Agent (NIA) is introduced that handles and inter-domain mobility
management across various wireless providers. NIA is managed by a third-party that main-
tains Service-Level Agreements (SLAs) with the network operators. Wireless networks
integrate with the NTA through Interworking Gateways (IG). AMC supports a two level
handover decision process that involves both the NIA and the Initially, the MN
performs network selection on the basis of factors such as network conditions, user and
application requirements, while in a second level this decision is adjusted by the NIA that
focuses on global load balancing.

PROTON [VBS™05] is an autonomic system for context-aware mobility management in
a heterogeneous 4G network setting. Handover decision in PROTON is based on Event-
Condition-Action policies that are transformed into deterministic finite state automata be-
fore their transfer to the for evaluation and enforcement. PROTON components are
deployed in end-hosts and the network side. Network side components comprise tools for
policy creation and a repository for storing policies and their respective finite state au-
tomata (FSA). The latter are transferred to MNs through a Model Deployment module.
An end-host includes a Context Management Layer (CML) that perceives context events
and makes them available to a Policy Management Layer (PML). PML is responsible for
control and evaluation of policies that determine the MN’s behaviour. Specifically, based
on feedback from CML, PML retrieves from a local repository an appropriate FSA (that
represents a set of policies), and produces, through its evaluation, possible actions for exe-
cution. Actions are processed by an Enforcement Layer that is responsible for execution of
handovers. PROTON allows the evaluation of complex policies even in mobile devices with
limited processing power capabilities. Its only requirement is enough memory for storing
FSAs that represent policies. However, a limitation of this architecture lies on the fact that
collected context is restricted by the MN’s context perceiving capabilities, while third-party
information is not utilized. Moreover, it is not clear how this approach scales in terms of

policy complexity in a multi-homed mobile terminal that needs to serve multiple traffic
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flows of different types. In this case possibly different automata may be required for each

available radio interface and a conflict resolution mechanism may be needed.

In [WEPT06] a context-aware framework for handovers is proposed that introduces
repositories for collection of context information and an execution platform for the dynamic
deployment and execution of context handling components. The framework is based on
active-networking, i.e., its components are deployed in a programmable platform installed
on network nodes and mobile nodes. The proposed architecture comprises the context-
gathering components, as well as a service deployment framework for the dynamic deploy-
ment and update of these components when required. Context information is stored in a
series of network repositories, namely, Location Information Server (LIS), Network Traffic
Monitor (NTM) and User Profiles’ Repository. LIS tracks and provides location information
related to and [APg while NTM monitors the available bandwidth of APs. The con-
text management framework includes two types of entities: (a) Context Collection Points
(CCPs) that are deployed in the network side and serve the collection and filtering of context
information available in the various repositories, (b) Handover Decision Points (HDPs) that
consume context information from CCPs for network selection purposes. In the proposed
handover management architecture MNs have the role of HDPs, while CCPs also have the
role of the Handover Manager that controls the handover procedure from the network side.
Both types of entities host a platform for dynamic deployment and execution of handover
management modules that are retrieved from a Service Deployment Server. These mod-
ules constitute the Handover Decision Module (HDM), that implements a network selection
scheme, and the Handover Support Module (HSM) that implements a context exchange
protocol. HDM is deployed in MNs, while HSM is deployed to both MNs and CCPs. On
the basis of this architecture the handover process involves preparation of HDPs and CCPs,

if required, with appropriate modules and then network selection performed by the MN.

In [CGGO§| an agent-based system is proposed for network selection in next generation
heterogeneous networks. The system is called Living Systems Autonomic Service Access
Management suite (LS/ASAM) and focuses on optimization of both client connectivity and
radio resources of network operators. LS/ASAM’s components are software agents deployed
to MNs and access nodes or network management facilities of The client component
is the Connection Agent (LS/CA) that is responsible for continuity and adaptation of
connectivity of the MN it is deployed to. LS/CA triggers vertical handovers and performs

network selection on the basis of offers provided by network-side components of LS/ASAM.
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LS/Service Access Manager (LS/SAM) is a software agent deployed in an operator’s network
and serves load-balancing and congestion recovery purposes. LS/SAM pro-actively monitors
traffic load and available resources in the access node(s) it controls and triggers handovers
or session drops. Moreover, it responds to requests from LS/CAs regarding bearer service
offers by taking into account operator policies, available network resources and balance of
load in other available access segments. Collaboration of LS/CAs and LS/SAMs is based
on the contract-net protocol [FIP02b]. System description, as presented in [CGGOS]|, does
not elaborate on the structure of a LS/CA request for resources (that may impact system
responsiveness due the volume of uploaded information) as well as the way that LS/SAMs
coordinate in order to load balance the attached to an operator’s core network.

A comprehensive framework for the exchange and management of context is proposed
in [Amb05]. In this approach, shared ontologies play a key role in the representation and
exchange of context information. This feature is also inherent in an agent-based approach
enhancing thus information interoperability. Moreover, well-established Agent Communi-
cation Languages (ACLs) [LFP99] provide a messaging framework for context exchange
among system components. A more elaborate discussion on these merits of software agents
is included in Section E.3.11



Chapter 3

Optimized Traffic Flow Assignment
in Multi-Homed, Multi-Radio
Mobile Hosts

3.1 Introduction

Wireless Internet access is continuously expanding its geographical reach through a variety
of Radio Access Technologies (RATs). However, no single RAT may completely satisfy the
bandwidth and QoS requirements set by current and emerging multimedia applications.
Moreover, each RAT focuses on different degrees of user mobility in terms of speed and
range. In order to benefit from radio access diversity, many modern mobile communica-
tion devices are multi-mode, i.e., they are equipped with multiple radio interfaces (3GPP,
802.11a/b/g/n etc). Moreover, special purpose mobile devices are emerging that provide
aggregated bandwidth capacity to mobile business or vehicular users, through multiple

wireless broadband subscriptions [Mus09].

A Mobile Multi-mode Terminal (MMT) that is multi-homed has at least two global IP
addresses, associated with respective radio interfaces. The IETF Mobile Nodes and Multiple
Interfaces in IPv6 Working Group (MONAMI6 WG) has identified the benefits that mobile
host multi-homing offers to both end users and network operators [EMWEKOS|] and its succes-
sor, IETF Mobility EXtensions for IPv6 Working Group (MEXT WG), is working towards
enhancing MIPv6 with multi-homing support. This capability will be enabled by allowing

36
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the registration of multiple with a certain [WDT*09]. Moreover, this specifi-
cation is being complemented with support for binding flows to specific ISTM™10],

allowing, thus, the execution of handovers at a traffic flow level.

Given these enhancements to a basic mobility management protocol such as MIPv6, a
[MMT] extends its degrees of freedom for adapting its connectivity status to the changing
traffic requirements and wireless networking context. For instance, the range of options for
responding to the arrival of a traffic flow, when spare capacity in active radio interfaces is
not available, may include: (a) activation of an inactive radio interface and its attachment
to an appropriate radio bearer service, (b) horizontal handover on an active radio interface
towards a higher capacity bearer service, (c¢) redirection of one or more traffic flows, already
served by one interface, to another interface for best utilization of available bandwidth ca-
pacity and so on. The set of available options on each occasion depends on the wireless
context and the MMT’s traffic load and hardware configuration. Moreover, each alternative
may have different impact on the fulfillment of user preferences and especially on economic
efficiency and energy autonomy. Thus, evaluation and determination of the optimal opera-
tional state requires advanced and fast executing decision algorithms. Execution efficiency
is required due to the frequently occurring triggers for decision making that include changes

in served traffic, network conditions and device status (e.g., battery lifetime).

This section focuses on the problem of joint management of traffic, wireless connectivity
and power consumption in the context of a multi-homed [MMT] operating in a dynamic
environment. The MMT may have the role of an end-host serving its own traffic or the role
of a mobile router that acts as an Internet gateway to a personal area or vehicular network.
The section focuses on the problem of assignment of application traffic flows (either inbound
or outbound) to appropriate radio interfaces and radio bearer services in a way that: (a)
satisfies the traffic flows’ QoS requirements and the bearer services’ capacity constraints, and
(b) establishes the best trade-off between economic cost and power consumption. For brevity
reasons, the problem will be referred to as Traffic Flow Assignment Problem (TFAP). The
economic cost factor of TFAP corresponds to network usage cost, while power consumption
is due to the operation of active radio interfaces. Due to the dynamic nature of problem
parameters the MMT iteratively faces TFAP instances of variable size during its operation

lifetime.

An analytical formulation for the TFAP is provided in this section that maps the problem

to a bi-objective combinatorial optimization problem. The formulation takes into account
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additional constraints, as compared to prior work, that contribute to a more realistic repre-
sentation of the problem domain. The bi-objective problem is solved by setting one of the
objectives as a target for minimization (economic cost) and the other objective (power con-
sumption) as an additional problem constraint by appropriately choosing an upper limit for
its allowed values. A study of TFAP’s complexity is also provided that proves its hardness
through transformation from the Multiple Knapsack problem with Assignment Restrictions
(MKAR) that is NP-Hard [DKK™'00]. Given the complexity of TFAP and requirements for
frequent and fast execution, a heuristic approximation algorithm is introduced that is based
on local search and establishes a good balance between solution quality and execution time.
A basic feature of the proposed algorithm is the combined use of two objective functions
that guide the search towards minimum cost solutions with an upper limit on power con-
sumption. Solution quality is evaluated by comparing heuristic and exact solutions for a
large number of randomly generated problem instances. Moreover, the approach is evalu-
ated with a discrete event simulator in order to study its merits over the time domain and

the incurred mobility management overhead.

3.2 Traffic Flow Assignment Problem - TFAP

3.2.1 Problem formulation

Assume a that is equipped with a set of different technology radio interfaces, e.g.,
3GPP, IEEE 802.11x, WiMAX etc. Let R = {r; : 1 < ¢ < m,m € N*}, be the MMT’s
available radio interfaces. Moreover, the MMT has multi-homing support, i.e., it is capable
of simultaneously using two or more of its radio interfaces for serving its data traffic.

The MMT’s current location lies on the overlapping service areas of a set of Radio Access
Networks (RANs). The RANs correspond to different and are managed by one or
more network operators. Each RAN provides wireless access through a set of bearer services,
i.e., data transfer services characterized by different Quality-of-Service (QoS) guarantees.
Let B = {b; : 1 < j < n,n € N*} be the set of bearer services provided by the RANs
that serve the MMT’s current location. Each bearer service b; is characterized by a set of
service, cost and power consumption attributes. The service and cost attributes of b; are

described below, while its power consumption attributes will be described thereafter:

- ky,j is uplink bandwidth capacity in kbps offered by the service to the MMT,
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+ kg j is downlink bandwidth capacity in kbps,

- Qj is a QoS class that characterizes the service’s performance and defines upper
limits for delay, jitter and bit error rate. In this work the QoS classes defined by
3GPP [3GP08b] are adopted and, thus, the domain of @Q; is Background (Qp), In-
teractive (@), Streaming ((Q)s), and Conversational (Q¢). Moreover, a strict total
order relation among them is assumed, i.e., Qp < Q7 < Qs < Q¢ denoting that QoS

requirements set by Qg are lower than those of )7 and so forth.

- ¢; is cost per kbit of transferred data either in the uplink or downlink direction.

A volume-based charging model is adopted due to its simplicity and fairness for both
users and network operators that act in a competitive wireless access environment where
network selection is enabled at the time granularity of a service session. A similar charg-
ing model is utilized today for mobile access in roaming scenarios, where a user, at any
time instance between successive service sessions, is capable of selecting the services of any
operator that has roaming agreements with its home operator.

The wireless access resources represented by each bearer service b; refer to the RAN’s
capacity availability per admitted user in the MMT’s current service area. Bearer service
descriptions are retrieved by the MMT in a [RAT] specific manner from its current point of
access or through a media independent mechanism as the Media Independent Information
Service (MIIS) specified in [IEEQ7]. Service availability may change dynamically due to
variations of cell load or radio propagation conditions. The MMT perceives these variations
either directly (for currently used services) or indirectly by the information services.

Each radio interface r; supports a set of and may be associated with at most one
bearer service of compatible RAT. Once associated with a bearer service, a radio interface
can serve user traffic by utilizing the service’s available capacity, and contributes to the
MMT’s overall power consumption. Its power consumption depends on factors such as: (a)
RAT of the bearer service, e.g., a 3GPP radio interface has different power consumption
when associated with a 2.5G or a 3G bearer service, (b) configuration of the bearer service’s
network point of access, e.g., support or not of power-saving mode in 802.11 APs, (c) volume
and direction of served traffic. The power consumption model adopted in this thesis has been
proposed in [LNO3] and used in a similar context in [XV05]. Since the power consumption
coefficients of this model depend on the RAT, and a radio interface may support multiple

RATS, they are used in the TFAP problem formulation as bearer service attributes. Thus,
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Table 3.1: Examples of power consumption parameters.

Parameter type

RAT Base (uW) | Transmission (uW /kbps) | Reception (uW /kbps)
UMTS 107.2 8.3 4.9

GPRS 313.47 0.76 0.36

IEEE 802.11a | 368 0.32 0.14

IEEE 802.11b | 262.7 1.22 1.22

the power consumption attributes of a bearer service b; are:

- wrj, power consumption per kbps of received data (W /kbps),
- wtj, power consumption per kbps of transmitted data (W /kbps),

- wbj, power consumption (W) due to base operation of the radio interface without

transferring data.

The power consumption in Watts of a radio interface that sends and receives data with
rates bw; and bw, kbps respectively through bearer service b; is P = wb; + bw; wt; +
bw, wr;. Table includes example values of power consumption parameters for four
RATS as estimated and used in [XV05], [LNO3]|.

The set B of available bearer services can be partitioned into m = |R| disjoint subsets,
ie., B= B UBy...UB,,, where each subset B; comprises services that are compatible

with radio interface r;.

Definition 1. A radio interface activation B’ represents the association of one or more
radio interfaces of the MMT with compatible bearer services in order to serve user traffic.
B’ is a subset of B with at most one element from By, Ba, ... By, i.e., B C B,|B’| < m.
The inequality corresponds to the case where one or more radio interfaces of the MMT are

deactivated.

The presence of an element from B; in a radio interface activation B’ denotes that radio
interface r; is activatedE]and associated with that bearer service. On the other hand, the
absence of an element from B; denotes that r; is deactivated. Given the set of available
bearer services B = By U By ... U B,,, the number of possible radio interface activations is
(|IB1]+1)(|B2|4+1)...(|Bm|+1) — 1. This accrues from the |B;|+ 1 possibilities for each radio

interface (i.e., | B;| alternative bearer services plus the possibility of being deactivated) with
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the exclusion of the case of all interfaces being deactivated.

The data traffic served by the MMT is modeled in terms of uplink and downlink traffic
flows that are generated by user applications. Let F = {f, : 1 < z < v,v € N*} be the set
of traffic flows that are served by the MMT at a given time instance. A flow f,, that may
be uplink or downlink, is characterized by a set of attributes, i.e., f, = (bwy ., bwg ., qz).
Specifically, bw, . represents the flow’s required bandwidth capacity in kbps in the uplink,
while bwg ., states the respective requirements in the downlink. For an uplink flow f, it
holds that bwg , = 0, while for a downlink one bw,, . = 0. Regarding g, its value represents
a QoS class and has the same domain with the respective attribute of a bearer service.

Each flow f, must be assigned to exactly one activated radio interface in order to be
served. The current problem formulation does not assume flows that use a Concurrent
Multi-path Transfer (CMT) protocol (like for their transport and, thus, their traffic
may not be split across two or more activated radio interfaces. A possible extension for the
incorporation of this feature is the association of each flow f, with a set of coefficients a;,,
where i ranges over the set of available radio interfaces. Each coeflicient a;, represents the
fraction of flow traffic that is assigned to a radio interface r;. Given an interface activation
B’, it holds that a;, € (0, 1] for activated radio interfaces and a;, = 0 for deactivated ones.
The assignment of a CMT-based flow f,, given a radio interface activation B’, involves fixing
the values of a;, in a way that ), a;; = 1. The bandwidth capacity occupied by f, on r; is
a;zb,, where b, represents the flow’s bandwidth requirements. Regarding non CMT-based
flows, their respective coefficients are allowed to take only integer values, thus a;, € {0,1}.
A more detailed study of this feature and its implications on problem complexity will be

part of future extensions of this work.

Definition 2. A traffic flow assignment S with respect to the sets R, B and F, comprises
a radio interface activation B = {by,ba,...bp}, k < m and a partition of F into k foreign
subsets F = Fy UFyU...UFy, such that the flows of each F; are served by a corresponding
bj € B' without violating the bearer’s capacity constraints and the flows’ bandwidth and QoS

requirements.

Given a radio interface activation B’, the partition of F into subsets must be appropri-

ately selected in a way that for each Fj served by a b; € B':

'The term activated radio interface will be henceforth used to refer to both a bearer service b; € B’ and
its corresponding radio interface.
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- uplink capacity of b; is not exceeded

- downlink capacity of b; is not exceeded

> bwa < kaj, (3.2)
szFj

- QoS requirements of flows are satisfied
q, < Qj,\V/fZ c Fj. (3.3)

The economic cost of a traffic flow assignment S is equal to the sum of the costs incurred
due to the operation of each one of the MMT’s activated radio interfaces. Let Cps(S) be the
function that returns the economic cost of a flow assignment S and B’ the radio interface
activation that corresponds to S. Furthermore, let F; be the set of flows served by each
b;j € B’. The economic cost of each activated interface is equal to the cost ¢; of its associated
bearer service b; multiplied by the total bandwidth capacity reserved by its served flows Fj.
Note that Cj/(S) is measured in monetary units per second and represents the incurred
economic cost for each second of MMT operation under flow assignment S. The function
Cp(S) is defined as:

Cu(S)= > ¢ > (bwy:+bwgy). (3.4)

The power consumption of a traffic flow assignment S is defined in a similar manner

and is given by equation [3.5}

Cp(S)= > (whj+wr; Y bwg.+wt; Y buwyz). (3.5)

bjEB/ szFj szFj

According to equation the power consumption of each activated radio interface
b;j € B’ is equal to the sum of three addends: (a) power consumption due to base operation

of the radio interface, (b) power consumption due to data reception of its inbound flows,
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and (c) power consumption due to data transmission of its outbound flows respectively.

Definition 3. Given three sets R, B and F that correspond to available radio interfaces
of a MMT, available bearer services and traffic flows that need to be served, the Traffic
Flow Assignment Problem (TFAP) involves finding a flow assignment S that minimizes

both economic cost Cyr(S) and power consumption Cp(S).

The TFAP is, therefore, an optimization problem with two objectives: economic cost
C)r and power consumption C'p. These objectives are independent and usually conflicting,
especially in cases that the MMT serves high traffic load. Assume that the MMT’s radio
interfaces have access to bearer services of comparable cost and there exists a positive corre-
lation between cost and provided capacity. If the MMT’s traffic load cannot be served by a
single interface (due to capacity or QoS restrictions) then optimization of Cs involves dis-
tributing traffic flows to radio interfaces with access to the cheapest bearer services. On the
other hand, optimization of C'p requires the activation of the least possible number of radio
interfaces by associating them with high capacity and usually higher cost bearers. Thus,
TFAP is a Multi-Objective Optimization Problem (MOOP) and, depending on the problem

instance, may have more than one Pareto optimal solutions (traffic flow assignments) Sp,.

3.2.2 TFAP solution method

Various methods have been proposed for solving [Coe00]. A widely used method
that transforms the MOOP to a single objective problem is the weighted-sum method. The
method involves prioritization of problem objectives by associating them with appropriate
weight values. Then, a single objective function is defined by the weighted sum of the
individual objective functions. Despite the method’s simplicity, the selection of objective
weights may prove a challenging issue especially in cases where: (a) objective values are not
expressed in the same measurement unit and (b) measurements units do not directly reflect
user utility. In TFAP, economic cost Cjy is the primary user objective and is expressed in
monetary units, a common measure of user utility. On the other hand, Cp is expressed
in Watts and is related to energy autonomy of the MMT. Assessing the economic value of
energy autonomy of specific duration is a difficult task.

These characteristics of TFAP objectives lead to the application of the e-constraint
method for solving the TFAP [Coe(00]. This method also transforms a to a single-

objective problem and its application involves selection of one objective (the most preferred)
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for optimization and introduction of one problem constraint for each one of the remaining
objectives. The resulting single-objective problem is then solved for various bounds on
problem constraints in order to generate the set of Pareto optimal solutions. In the case of
the TFAP, the primary objective is the economic cost Cjy, while power consumption can act
as problem constraint. Although MOOP solving methods focus on the generation of a set
of Pareto optimal solutions, the TFAP solution procedure targets a single solution, that is
the economically most efficient flow assignment that does not violate a power consumption
limit Ppax. This is due to the fact that users are mainly concerned on economic cost, as
soon as their autonomy, till next battery recharge, is ensured.

Concerning the range of values for Pyax, it depends each time on the user context which

can be classified into three basic categories:

1. “Infinite” energy resources (Ppax — o0), where the MMT is either plugged into an
energy source or an energy source is easily accessible, e.g., when the user is at home.
In this case the power consumption cost can be ignored by the user and the TFAP
becomes a single objective, economic cost minimization problem, that will be referred

to as TFAP,,.

2. Depleting energy reserves (Ppax — 0), where the MMT’s battery level is low and
immediate access to an energy source is not possible (e.g., user not at home or office).
In this case the TFAP concerns power consumption optimization and economic cost

is ignored. This problem will be referred to as TFAPp.

3. Any other situation, where the value of P,y may range in an interval [P,, P,|, where
P,, P, represent the minimum and maximum power consumption for serving user

traffic at a given networking context and user device configuration.

The execution of the TFAP solution procedure is triggered whenever the MMT perceives
events related to changes in the problem parameters R, B, F or Py.x. Typical events are:
(a) availability of new bearer services or imminent unavailability of already used services,
(b) degradation of the QoS of one or more currently used bearer services, (c) arrival or
termination of application traffic flows, (d) changes in the value of Ppax.

The determination of the current value of Py ,x is a subproblem that will be delegated
to the MMT’s Power Management Subsystem (PMS). Specifically, PMS will periodically

evaluate and update the value of P, .x with the objective of providing energy sufficiency
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to the MMT for a specified time duration D. The minimum duration of MMT energy
autonomy D is a user input that represents an estimation of the time until next battery
recharge. In addition to D, other factors that determine the value of Pyax are: (a) current
battery energy availability E, (b) last time instance tp of user update of D, (c) amount
of served traffic since tp, (d) expected traffic load until the expiration of D, etc. The
specification of power management policies or decision mechanisms for fixing Ppax is out of

scope of this work.

Given the value of Py.x, TFAP is a combinatorial optimization problem and methods
relevant to this problem category may be applied for its solution. An integer linear pro-
gramming formulation of the TFAP is presented in [ZG08]. On the basis of this formulation
exact solutions of the TFAP can be produced with the help of proprietary or open source
software. Such software is used for the generation of exact solutions in the experiments
described in Section However, finding exact solutions even for problems of moderate
size, often requires several seconds of execution in a standard workstation PC. As a re-
sult, the execution of an exact algorithm in processing power limited mobile devices will be
certainly inefficient in terms of responsiveness and utilization of device resources. On the
other hand, its deployment to the network side and execution for large numbers of MMT’s
may raise scalability issues. For these reasons, an algorithm that establishes a good trade
off between solutions’ quality and responsiveness is required for the TFAP. Towards this
direction this thesis introduces a heuristic algorithm for solving the TFAP that is based on
local search [RN03]. The algorithm performs a guided search in the problem state space
(valid flow assignments) in search of efficient solutions and is characterized by low execution

times as it enumerates a relatively small subset of the actual problem state space.

3.2.3 A Binary Integer Programming formulation for TFAP

In order to produce exact solutions with off-the-self optimization software a formulation of
the TFAP problem as a binary integer linear programming problem has been developed.
The problem formulation is based on the identification of variables and constraints that
represent the problem concepts as analyzed in Section[3.2] An initial version of this problem
formulation has been presented in paper [ZGO08|], where the TFAP problem was initially
described.
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Variable definitions

Recall from the previous subsection that R = {r; : 1 < i < m,m € N*} represents the
set of a [MMT]s radio interfaces. Moreover, B = {b; : 1 < j < n,n € N*} is the set
of bearer services provided by the that serve the [MMT]s current location. Each
b; € B is characterized by a set of service, cost and power consumption attributes, i.e.
bj = (kuy, kaj, Qj, cj,wrj, wtj,wbj). The set B is partitioned into m = |R| disjoint subsets,
i.e. B= B1UB,>...UB,,, where each subset B; comprises services that are compatible with
radio interface r;. Let n; = |B;| be the cardinality of each subset B;. For the sake of clarity

the jth element of a subset B; will be referred to as bjj = (Ku,ij, ka,ij, Qij, Cij, Wrij, wiij, whyj).

Application traffic that needs to be served by the is represented by the set of
traffic flows F = {f, : 1 < z < wv,v € N*}. Each flow is characterized by its bandwidth and

QoS requirements, i.e. f, = (bwy,z, bwg z,q:).

The @ problem involves association of each r; € R with at most one b;; € B; and
assignment of application traffic flows to activated radio interfaces in a way that economic

cost C'ys is minimized without violating problem constraints.

The Binary Integer Programming (BIP) formulation of TFAP is based on two sets of
binary variables, i.e. variables that are allowed to take a value of 0 or 1. Let y;; be a

variable that represents the association of r; with b;; € B;:

1, r; associated with b;; € B;
yij = { T 1 W1 ij i (36)

0, r; not associated with b;; € B;

Let x;;. be a binary variable that represents the assignment of flow f, to radio interface

r; associated with bearer service b;; € B;. It holds that:

(3.7)

1, f. assigned to b;; € B;
il —
b 0, f. not assigned to b;; € B;

In the rest of this section the X notation will be used for representing the set of x;;.

variables, while Y will refers to the set of y;; variables.
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Problem formulation

On the basis of the above variable definitions the objective function of TFAP is:

m n; v

Cru(X) =3 cij(bwz + bwg )i (3.8)

i=1 j=1 z=1

The TFAP problem involves minimization of Cj;(X) subject to the following constraint
sets (CS):

CSi. A radio interface r; may be associated with at most one bearer service b;; € B;. An
interface that is not associated with any bearer service is assumed to be inactive (powered
off).

>y <LVie{l,...m}. (3.9)
j=1

CS3. A flow f, may be served by at most one b;;. Assignment of f, to bearer service b;;
also assumes that radio interface r; is activated and associated with b;;. This is guaranteed

by constraint sets C'Ss and C'S, that are specified below:

iiﬂ:‘zjz =1,Vz € {1, .. .U}. (3.10)

i=1 j=1

CS3. Uplink capacity of each bearer service b;; must not be exceeded. Note that this
constraint ensures that there will be no i, j, z for which z;;, = 1 and y;; = 0 at the same
time, i.e. f, may not be assigned to a bearer service not associated with a [MMTJs radio

interface.

v
Y wijsbwy,s — kuj yij <0, (3.11)
z=1

Vi,j:ie{l,...m},5 €{1,...n;}.
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CS4. Downlink capacity of each bearer service b;; must not be exceeded:

v
injzbwd,z —kaij yij <0, (3.12)

z=1

Vi,j:ie{l,...m},5 €{l,...n;}.

CSs. The QoS requirements of a flow f, must not be violated by the provided QoS of

service b;; that is assigned to:

m  n;

ZZxUZQU —q, <0,Vz € {1, .. .1}}. (3.13)

i=1 j=1

CSg. The power consumption of the solution must not exceed a limit Ppax. The power
consumption Cp depends on the values of variables X, Y and thus, will be represented as
Cp(X,Y).

Cp(X,Y) <Pax, (3.14)
mo N v
Cp(X,Y) :Zzwnj Zb’wu’;; $ijz (3.15)
=1 j=1 z=1
m g v
2D why ) bwas wiss
i=1 j=1 z=1
m ng
+ D> whis yij
=1 j=1

3.2.4 Problem complexity

The maximization version of TFAP is a generalization of the Multiple Knapsack problem
with Assignment Restrictions (MKAR). MKAR is a variant of the Multiple Knapsack Prob-
lem (MKP) [MT90] and is NP-Hard [DKKT00]. MKAR is defined as the problem of finding
a maximum profit assignment of n items u; € U to m knapsacks v; € V' of finite capacity.

Each item u; has a weight w;, independent of the knapsack that is assigned to, and its
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assignment to any knapsack brings in profit p;. Moreover, each knapsack v; has a finite
capacity k; and sets restrictions on the items that it can admit. Let N; C U be the set
of items that are allowed to be assigned to a knapsack v;. The MKAR problem involves
finding a partition of U into m disjoint subsets U = U1 UU;...UUy,,U; € N;, Vi € {1,..m},
for assignment of their items to corresponding knapsacks v;, in a way that maximizes profit

without violating knapsack capacity constraints:

maximize M = Z Z Dj

v, EV u]'GUi

subject to Z wj < ki, Y, € V.
u]'EUi

MKAR is NP-Hard in the strong sense even in the case of equal knapsack capaci-
ties [DKK™00]. TFAP is at least as difficult as MKAR which can be proved by restric-
tion [GJ90], i.e., by showing that TFAP contains the MKAR as a special case. However,
MKAR is a maximization problem and, thus, the proof will be based on the maximization
version of TFAP, MAX-TFAP. MAX-TFAP is equivalent to TFAP, i.e., a MAX-TFAP so-
lution is also a solution to TFAP and vice versa, and derives from TFAP through a simple

transformation.

Assume a TFAP problem instance (R, B, F, Py ,x) and let ¢ be a positive real number
with ¢ > i?é%( c¢;. The profit associated with the use of a bearer service b; is p; =t — ¢; and
has the same measurement unit with ¢;. Moreover, let W be the total traffic requirements
in kbps of the TFAP instance, i.e., W = ZfzeF (bwy, > + bwg ;). The assignment of a flow
f- to a service b; yields profit pj, = p;(bw,, . + bwg ), while the total profit of a traffic flow
assignment S, that has a corresponding radio interface activation B’, is given by function

Py (S):
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PM(S) = Z Dy Z (bwu,z + bwd,z)

bjEB' szFj

=Y (t—¢) > (wus+bwg.)

bjEBl szF]-

=t Y (bwustbwgs) = Y ¢ Y (bws +buwg)
bjeB’fzeFj bjEB’ szFj

=tW — CM(S).

Note that ijeB’ ZfzeFj (bwy, > + bwg ) = W, since by the definition of a traffic flow
assignment the union of all subsets F} is equal to F. The first term of Py/(S) is constant
for a given TFAP instance and independent of S, thus, a flow assignment that minimizes
Crn(S) maximizes Pps(S) and vice versa. MAX-TFAP involves maximization of Pys(5)
subject to the same constraints with TFAP. Therefore, a solution of a MAX-TFAP problem
instance is also a solution of its corresponding TFAP instance.

In this thesis, the proof on the hardness of MAX-TFAP involves the specification
of restrictions on its instances so that the resulting problem instances are identical to
MKAR [GJ90]. Let (R, B, F) be a MAX-TFAP instance with Ppax limit on power con-
sumption. Recall that B = B; U By U ... U B,,, where each subset B; includes services
compatible with a specific radio interface r;. The following restrictions are applied to the
elements of each B; = {b1,ba,... b, }:

-~ ky1 =ku2...= kyy,, ie., uplink capacities of bearer services are equal to each other,

~ kg1 = kaqo... = kaqy,, i.e., downlink capacities of bearer services are equal to each
other,

- Q1 =Q2=...=(Qy, ie., provided QoS is equal for all bearer services in B;,

s wby = wby = ... = wh,,wry = wry = ... = wry,, wt; = wly = ... = Wiy, i.e., power

consumption coeflicients are equal to each other.

Moreover, assume that all bearer services have the same cost, i.e., ¢; = ¢,Vb; € B, and
t = ¢+ 1. Then, the profit p; corresponding to each service b; is pj =t — ¢ = 1. Regarding
traffic flows, it is assumed that they are all downlink, i.e., bw, . = 0,Vf, € F.
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Since bearer services that are included in each subset B; are identical in terms of their
service, cost and power consumption attributes, the restricted problem does not involve
bearer selection at a radio interface level. Thus, each restricted problem instance is based
on a set B” C B, |B”| = m, that includes one randomly selected element from each subset
B;,1 < i < m. The restricted problem involves finding an assignment of flows to bearer
services in B” (i.e., a partition of F into m disjoint sets) that maximizes profit subject to
bearer services’ capacity constraints and traffic flows’ QoS requirements. The existence of
bearer services without any assigned flows in a problem solution implies that the respective

radio interfaces are deactivated.

The restriction that is applied to the values of P, enables the simultaneous use of all m
radio interfaces for serving application traffic without exceeding the maximum allowed power
consumption: Ppax = ij cpr (wb;j +wrjky ;). Thus, the constraint on power consumption

can be eliminated from the restricted version of MAX-TFAP.

With reference to the MKAR problem definition, the profit from assigning a flow f, to

“weight” of each flow is w, = bwg, .

any bearer service b; is p, = p; bwg , = bw, ., while the
that is also independent of the service that is assigned to. Let IN; be the subset of flows
that are allowed to be assigned to a service b; on the basis of their QoS requirements, i.e.,
N; ={f. € F:q, < Qj}. The constraint represented by equation (3) in the formulation of

TFAP can, then, be rewritten as F; C Nj.

On the basis of the aforementioned assumptions and restrictions the restricted MAX-
TFAP problem can be stated as: Find a partition of F into m = |B”| disjoint subsets
F;,j5 € {1,...m}, each one corresponding to a bearer service b; € B”, that maximizes

profit without violating problem constraints:

maximize M = Z Z Dz

b;eB” f.€F}

subject to Z w, < kqj, Vb; € B”,
f=€Fj
Fj - Nj, Vbj € B".

This problem formulation corresponds to the MKAR optimization problem and, thus,
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MAX-TFAP and its equivalent TFAP are NP-hard.

3.3 A Heuristic Algorithm for the TFAP

In this section a heuristic algorithm is introduced for approximating the solution of a TFAP
instance. It represents an iterative improvement algorithm that performs an exploration in
the space of problem’s feasible solutions (or problem states) in search of the minimum cost
solution [RNO3]. The cost of each problem state is evaluated with an appropriate objective
function. The algorithm starts from initial problem states and iteratively modifies them
in order to reach lower cost solutions that constitute better approximations of the global
solution. Specifically, given any initial problem state, the algorithm performs local search,
i.e., it follows a path of neighbouring states in a way that the objective function value is
decreasing across the path. Thus, the algorithm belongs to the category of “hill climb-
ing” search algorithms [RNO3|. Initial problem solutions are obtained through appropriate
construction algorithms. These algorithms “construct” a valid traffic flow assignment S by
assigning flows one-by-one to appropriate radio interfaces with a first-fit assignment scheme.
Assuming an ordered set of radio interfaces, first-fit assignment places each flow to the first
activated interface that satisfies its bandwidth and QoS requirements.

A known weakness of hill climbing algorithms is that they often get stuck to local
minima, thus failing to reach a global solution. This issue is often handled with random-
restarts, i.e., with successive searches from randomly generated initial states. Another
approach that focuses on overcoming local minima is the “simulated annealing” algorithm
that combines the hill climbing search with a random walk [RN03]. The proposed heuristic
algorithm employs a limited number of random restarts due to requirements of the TFAP
domain for frequent and efficient real-time algorithm execution.

Algorithm [T gives an overview of the TFAP solution procedure and presents the synergy
between construction heuristics and search. The notation S, represents a valid traffic flow
assignment. In the rest of this section the terms problem state and problem solution will
also be used, denoting a valid traffic flow assignment as it is specified in Definition 2 of
Section 3.2l Procedures findMinimumCostSolution and findMinimumPwrCons-—
Solution implement the First Fit construction heuristics that generate the initial problem
states (Syr, Sp) for local search. Initial problem states are constructed with focus on

the optimization of a single objective. Thus, Sj; approximates the minimum economic
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Algorithm 1: Heuristic Traffic Flow Assignment Algorithm

input : Power consumption limit Pnax, Radio interfaces R, Bearer services B, Flows I’
output: A valid traffic flow assignment S

Sy« findMinimumCostSolution (R,B,F);
Sp + findMinimumPwrConsSolution (R,B,F);
S1 < localSearchRS (Syr, Pmax);
So < localSearchRS (Sp, Pmax);
/* If S1 has lower economic cost and respects the limit Pnax */
5 if Ca (S1) < Cpr (S2) and Cp (S1) < Ppax then return Si;
/+* If S2 has lower economic cost and respects the limit Pmax */
6 if Cp(S2) < Cup (S1) and Cp (S2) < Puax then return So;

/* If neither of the above was true then it holds that either Cu (S1) =
Cum (S2) or the limit Pnax cannot be met. Select the lowest power
consumption solution. */

7 if Cp (S1) < Cp (S2) then return Si;
8 else return Ss;

W N =

cost problem solution, while Sp approximates the minimum power consumption one. The
functions Cj/(S) and Cp(S) return the economic and power consumption cost of a given
problem state S. Procedure 1ocalSearchRS implements the local search with restarts
algorithm and is described in Section [3.3.2l The local search part of the algorithm is

implemented by procedure localSearch that is specified in Section [3.3.1

The notation that will be used for the description of the algorithms corresponds to that

introduced in Sections [3.2.1] and [3.2.4 Regarding the bearer service concept, additional

notation will be introduced for a more concise description of the algorithms. Recall from
Section that N; C F represents the set of “admissible” traffic flows for a bearer service
b;, i.e., the set of flows that b; satisfies their QoS requirements and, thus, can be assigned
to it (when associated with an appropriate radio interface). The “effective” uplink and

downlink bandwidth capacity of a bearer service b; are defined, respectively, as:

k;,j = min (ky,j, Z bwy, )
szNj

Kj; = min (kgj, Y bway).
szNj

Based on the notion of effective capacity, the power consumption coefficient w; is introduced

for a bearer service b;, that represents the power consumption per unit of effective capacity
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of the bearer service:

wbj +wrj ky ; +wtj ky,

Kag T ki

(3.16)

’U)j =
(3.17)

In the rest of this section a distinction will be made among the power consumption of a radio
interface r; due to its currently assigned flows, total power consumption, and the coefficient
w; that refers to its currently associated bearer service b;. Accordingly, the total economic
cost of a radio interface refers to the cost due to its currently assigned flows in a given
problem state S, while the cost ¢; corresponds to the cost of its associated bearer service

b;.

3.3.1 Local search algorithm

The hill climbing algorithm is represented by procedure 1ocalSearch that accepts as input
parameters an initial problem state and an upper limit on power consumption Ppay. Given
the initial problem state, the procedure performs successive transitions to other problem
states with aim to converge to one that has the minimum possible economic cost and a
power consumption that does not violate the upper limit Ppax. A series of state transitions
that decrease Cj; are usually followed by an increase in C'p. This is due to the gradual
activation of available radio interfaces, as traffic flows are distributed to the cheapest possible
services that are accessible through each radio interface. The assumption here is that traffic
requirements exceed the capacity of the cheapest bearer service and bearer service cost
is positively correlated with its QoS and capacity. On the other hand, state transitions
that gradually decrease C'p probably increase C);, given that higher capacity, higher QoS
bearers usually have higher usage cost. This potential trade-off between economic cost and
power consumption is taken into account in the design of the local search strategy. Thus,
local search is guided towards either: (a) optimization of Cj; with minimum increase in Cp
(Cpr minimization search iteration), if Cp(S;) < Pnax holds for the initial state S; or (b)
optimization of C'p with minimum increase in Cj; (Cp minimization search iteration), if
Cp(S;) > Pnax- A graphical representation of the 1ocalSearch procedure, with emphasis

on the interchange of search iterations, is depicted in Figure [3.1
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 Stare current problem

state as S0
[CP{S0) > Prmax] [CP({S0) <= Pmax]
[8' «= So]
- Power cons. minimization - Economic cost minimization
search iteration search iteration

= Comparison of new
state 5" with So

[S' = So OR max, iterations reached]

Figure 3.1: Overview of the local search algorithm.

The core part of the localSearch procedure is described in Algorithm It repre-
sents a local search iteration that targets economic cost optimization. Thus, the condition
Cp(S) < Ppax must be true for the algorithm parameter S (initial problem state). If
Cp(S) > Ppax then algorithm execution will not lead to a state transition. However, in this
case the control logic of the 1ocalSearch procedure will invoke a variation of Algorithm 2]
that performs power consumption optimization until reaching the limit Py ,x. Its differences
from Algorithm [2] are localized in statements 1, 8, and 11 and their variants are included
as comments in the algorithm. Specifically, (a) in statement 1 radio interfaces are sorted
by descending w; of their associated bearers services first and then by total economic cost,
(b) in statement 8 the last parameter of searchStep is set to false and (c) in statement
11 a different objective function is used (function g). The role of the boolean parameter
in searchStep will be explained thereafter. The control flow of 1ocalSearch involves

the iterative execution of Algorithm [2| and its variation. The value of Cp(S’), where S’ is
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the problem state after a local search iteration, determines which of the two algorithms will
be executed in the next iteration. Their execution is, thus, interchanged until a maximum
number of iterations is reached or until two successive iterations result in identical problem

states.

Algorithm 2: Local search iteration for cost minimization

input : Initial problem state S, power consumption limit Pmax
output: A new problem state S’

1 Sort radio interfaces R by descending cost c¢;, total power consumption ;
/+ Sort radio interfaces R by descending wj, total economic cost */

2 foreach radio interface r in R do
3 F, + servedFlows (1) ;
4 Sort F» by descending QoS g¢., ascending bandwidth (bwy, . + bwg,.) ;
5 R + R\ {r};
6 foreach flow f, in F, do
7 foreach r; € R';i € {1,..,|R|} do
8 S; <+ searchStep (1, f2, ri, true) ;
/* S; < searchStep (1, f., ri, false) */

9 Restore state S ;
10 end

/+* Select a state transition that minimizes the value of f. */
11 J < arg, min £ (S, Si, Pmax ) ;

/x  j<arg, ming (S, Si, Pmax ) */
12 Restore state S; ;

/% Continue and set as initial state the Sj. */
13 S+ S;;
14 end
15 end

/+ Variable S now holds the final state after all applied transitions.

*/

16 return S

The main idea behind the algorithm for the local search iteration is the permutation
of flows across pairs of radio interfaces in a way that the objective function is minimized.
Specifically, starting from the most expensive or energy demanding radio interface (depend-
ing on the algorithm variation), a permutation procedure is executed for each served flow
against the other radio interfaces. This permutation procedure, called searchStep, is
described by Algorithm [3[ and results to: (a) no state transition or (b) transition to a new
valid problem state. Thus, searchStep constitutes the neighborhood operation of the
local search algorithm. The possible state transitions concerning a certain flow f, are eval-
uated by an objective function and the algorithm continues from the state that minimizes

its value.
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The neighborhood operation searchStep requires four parameters: (a) a source ra-
dio interface g, (b) a traffic flow f, served by rs, (¢) a target radio interface r, and (d) a
boolean optimizeCM that is set to true, when searchStep is invoked during an economic
cost optimization iteration, or false when invoked during power consumption minimization.
Its purpose is to assign f to 7 by associating r; with an appropriate bearer and pos-
sibly replacing one or more of its served flows. The function candidateBearers (r)
returns the bearer services of the same RAT with radio interface r, while the function
associatedBearer (r) returns the bearer service that is associated with r in the current
problem state. Procedure searchStep tries to assign f to r; by checking each candidate
bearer service, starting from by, and continuing with ascending cost c; or ascending wj,

depending on the value of optimizeCM.

Algorithm 3: Procedure searchStep

input : Radio interface rs, Flow f, Radio interface r+, boolean optimizeCM
output: A new traffic flow assignment S

1 B; < candidateBearers (1) ;
/+ Get currently associated bearers with 7y, 75 */
bt < associatedBearer (1: ) ;
bsq ¢ associatedBearer (rs ) ;
if optimizeCM then

‘ Sort B: by ascending c;, w;, descending Q; and (ka,j + ku,j) ;
else

‘ Sort B; by ascending wj, ¢;, descending Q; and (ka,j + ku,j) ;
end
foreach bearer b; in B; starting from by, do
Fy < append (f, bj) ;
if F, # {f} then

/* f was successfully assigned to b; (Fy =0) or f was assigned to

© 0 N O oo~ W N

Roe
= O

b; and replaced other flows */
12 break;
13 end
/+* else try to assign f to the next bearer */
14 end
/* Assign displaced flows to 7rs */
15 foreach flow f; in F; do
16 ‘ append ( ft, bsa) ;
17 end

18 return current flow assignment S

Flow assignment is performed by procedure append that (i) assigns f to bj, if it has
spare bandwidth (note that b; is considered to be serving the flows already assigned to its
corresponding radio interface r¢), or (ii) replaces one or more served flows of r; so as to save

the required bandwidth. Flow replacement applies to flows that have QoS requirements
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equal or lower than f and their aggregate bandwidth requirements are lower than those
of f. Thus, append returns a set of flows F; that contains: (a) () if f was assigned to b;
without replacing any flows, (b) {f} if assignment of f was not possible, (c) one or more
served flows of r;. Replaced flows F; are assigned to r,; that has the required capacity, as

replaced flows have an aggregate bandwidth that is less than the required bandwidth of f.

Equations and describe the objective functions f and g, that are used respec-
tively in Algorithm [2] and its variation for power consumption minimization. Each objective
function evaluates a state transition from state S, to state Sp given a power consumption
limit P. Function f favors state transitions that reduce economic cost and also cause the
least increase in power consumption per unit of cost decrease. State transitions that either
violate the power consumption limit or increase the economic cost are mapped to a very
large constant K. Finally, no state transition (S, = Sp) results to a function value of 0.

Objective function g has a similar role that favor’s power consumption minimization.

GESCEE Cp(Sh) < P ACM(Sh) < Car(Sa)
f(Sa:Sp, P) =< 0, S. =S, (3.18)

K — oo, in any other case,

Qe Culfal Cp(8y) < P ACP(Sh) < Cp(Sa)
9(Sa; S, P) = {0, Se =S (3.19)

K — o0, in any other case.

Functions f’ and ¢’ (equations represent objective functions, alternatives to
f and g respectively, that may also be applied for the evaluation of state transitions. The
employment of these functions results to more aggressive minimization of the respective
objectives during local search. The reason is that each function favours state transitions
with maximum cost decrease, either economic cost or power consumption, rather than
transitions that establish the best trade-off between the two objectives. The functions
will be henceforth referred to as “greedy” objective functions. However, as it is shown
during algorithm’s approximation performance evaluation (Section , f' and ¢’ result

to inferior problem solutions.
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CM(Sb) — CM(SQ), CP(Sb) < PA CM(Sb) < CM(SQ)
f/(Sa7Sb7P) = 0, Sa = Sb (3.20)

K — o0, in any other case,

Cp(Sp) — Cp(Sy), Cp(Sp) < PACp(Sy) < Cp(S,)
9'(Sa, 56, P) = ¢ 0, Sy =S, (3.21)

K — o0, in any other case.

Algorithm 4: Procedure findMinimumCostSolution

N 0 A WoN

10

11
12
13

input : Radio interfaces R, Bearer services B, Flows F’
output: An assignment S of bearer services and flows to radio interfaces

/+ First Fit flow assignment heuristic */
Sort B by ascending cost c;, descending bandwidth (ku,; + ka,;) ;
/* Sort B by ascending wj;, descending bandwidth (ku,; + ka,j) */
Sort F' by descending bandwidth b., descending QoS ¢ ;
foreach flow f, in F do
Fo < {f:};
foreach bearer b; in B do
F' + 0;
foreach flow fi in Fy do
/+ Assign fr to b; and, if required, replace 1 or more flows
currently served by the bearer’s respective radio
interface. Displaced flows will be assigned to subsequent
bearers. */
F' «+ F'Uappend (fi, bj);
end
Fo <« FyU F/;
/* Flow f, and flows displaced by it have been assigned to a
bearer. Proceed with next flow in F'. */
if Iy = () then break;
end
end

return current flow assignment S

Finally, Algorithm [4] describes the construction of problem solutions that will be used as

initial states in local search. The algorithm describes the procedure findMinimumCost-

Solution of Algorithm [1] that approximates the minimum cost solution Sp; of a TFAP

instance. The algorithm performs a first fit assignment of flows to bearer services with

priority to low cost services. Assignment takes place with the use of append that was
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also used in searchStep. The construction of S is based on the principle of reserving
capacity (through assignment of flows) from the most cost efficient bearers. Thus, bearer
services are sorted in ascending cost order prior to flow assignment. In case that two or
more bearers with the same cost have different capacity, priority is given to the highest
capacity bearer. The idea is to utilize as much as possible capacity at a given cost and leave
less traffic to be assigned to subsequent and, thus, more expensive bearers.

The minimum power consumption solution Sp of a problem instance is approximated
by a variation of Algorithm [4] that differs from it in statement 1, where bearer services
are sorted by ascending w; and then by descending bandwidth. In this algorithm version
the power consumption represents the cost factor and, thus, priority is given to capacity
reservation on the most power efficient bearers. The variant of this statement is included

as a comment in the algorithm specification.

3.3.2 Handling local minima

The hill climbing local search algorithm, implemented by procedure 1ocalSearch, returns
at the end of its execution the minimum C}; problem state, encountered during its search,
that does not violate the upper limit P,y in power consumption. However, the returned
problem state does not necessarily represent a global minimum and, consequently, an exact
solution of the TFAP problem instance. Thus, in the proposed TFAP heuristic algorithm,
the outcome of each localSearch execution is treated as a local minimum and a random
restart of the local search is initialized. However, for reasons of execution efficiency, the

restart of the local search takes place for a limited number of iterations.

Algorithm 5: Procedure localSearchRS

input : Power consumption limit Pnax, Problem state S,
output: A valid traffic flow assignment S

Sy < localSearch (So, Pmax ) ;
foreach Radio interface r; in R do
S; + findRestartState (S, ri ) ;
Sr < localSearch (Si, Pmax ) ;
end
S« S ;
return S;

N 0 oA W e

Algorithm [5| specifies the 1ocalSearchRS procedure, that combines local search with

random restarts through invocation of procedures 1ocalSearch and findRestartState.
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Specifically, given an initial solution, constructed through Algorithm [4] localSearchRS
executes local search with a series of restarts for each radio interface. Procedure findRe—
startState is responsible for the generation of the initial state S; for each restart of the

local search algorithm.

Algorithm 6: Procedure findRestartState

input : Initial problem state S , Radio interface r¢
output: A new problem state S’

1 by ¢ associatedBearer (r; ) ;
2 Randomly select a QoS value Qo < Q+q ;
3 F,. < servedFlows (r: ) ;
/* Served flows of r; with higher QoS than Q. */
a Fo+<{f.-€F :q:>Qo};
5 Remove Fy from the served flows of ry;

/* Compatible bearer services of r; with higher QoS than Qo. */
6 B()(*{bjGBt3Qj>QO};

/* Remove the set By from compatible bearers of 7. */
7 By« B \ Bo ;
s R+ R\ {r:};

9 foreach flow f, in Fy do

10 foreach r; € R',i € {1,..,|R'|} do
11 Si; < searchStep (1, fz, 1i, true) ;
12 Restore state S ;
13 end
/+ Select a state transition that minimizes the cost increase. */
14 j < arg, min (Car (S;) — Cum (S)) ;
15 Restore state S; ;
/% Continue and set as initial state the Sj. */
16 S+ S;;
17 end
/+» Add By to the set of compatible bearers of r;. */

18 Bt < Bt UBO 5
/+ Variable S now holds the final state after all applied transitions.
*/

19 return S ;

Algorithm [6] specifies the findRestartState procedure. It admits two parameters,
(a) a problem state S and (b) a radio interface 74, and returns a new problem state S’ for
local search restart. The restart state is produced by constraining r; to use a bearer service
of a lower, randomly selected, QoS class than the one it was associated to at the initial state
S (bearer by, in Algorithm@. The main idea is to remove flows with high QoS requirements
from the radio interface r¢, and, thus, to allow the local search to evaluate bearer services of
lower QoS that, although more expensive, provide higher capacity than b;,. The removed

flows are assigned to other radio interfaces, with a minimum cost increase, by executing
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part of the local search iteration algorithm (Algorithm .

3.4 Evaluation of the heuristic algorithm

3.4.1 Solution accuracy and runtime performance
Experimental setting

The evaluation of the local search algorithm for the TFAP is based on the comparison of
heuristic and exact solutions for a large number of randomly generated problem instances.
Heuristic solutions are produced from a Java implementation of the proposed algorithm for
the TFAP, while exact solutions result from a tool capable of solving Integer Linear Pro-
gramming problems (Lingo [LIN09]) that will be henceforth referred to as ILP solver. The
random generation of problem instances is based on four problem templates, correspond-
ing to typical use case scenarios that motivate this work. Each problem template specifies
the problem dimensions, i.e., the number of flows, radio interfaces and available bearers
per radio interface. The other problem parameters are randomly generated, resulting to
problem instances that are characterized by different capacity availability and bandwidth
requirements.

The four use case scenarios are characterized by different types of terminal devices
where the algorithm logic is deployed, and different numbers of simultaneous users. These

scenarios are described below:

- UCp, UCy: A single mobile user is equipped with a smart-phone or netbook (MT1)
that integrates two and three radio interfaces (e.g., 3GPP, 802.11a/b, WiMax) re-
spectively. The user is engaged to various application sessions resulting to a total
number of 7 flows in UCy and 11 traffic flows in UCq, either inbound or outbound

with different QoS and bandwidth requirements.

- UCy: The terminal device is a notebook (MT2) that integrates 4 radio interfaces
(3GPP, WiMax, 2 x IEEE 802.11a/b). The notebook serves its user’s traffic, as well
as traffic generated by other users working in the same team and using MT2 as an
Internet gateway. It is assumed that the connectivity between MT2 and other user
terminals is established through Bluetooth, forming thus a personal area network.
The traffic comprises 19 flows, either inbound or outbound, with different QoS and

bandwidth requirements.
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Table 3.2: Flows that constitute user traffic in the use case scenarios.

fdlow Session type ?;p‘:; Direction | QoS iii?:gi}?s) require

F1 Audio | In C 16,32,64

F2 Video Audio | Out C 16,32,64

F3 conference Video | In C 64, 128, 192, 384

F4 Video | Out C 64, 128, 192, 384

F5 Voice Call Audio | In C 16,32,64

F6 Audio | Out C 16,32,64

py | Yideo Video | In S | 64, 128, 192, 384
Streaming

pg | Audio Audio | In S | 16,32, 64
Streaming

pg | Dmail Data | In I | 64,128, 256
download

F10 | Email upload Data Out I 64, 128, 256

F11 | Ftp upload Data In B 64, 128, 256, 384, 512

F12 | Ftp download Data Out B 64, 128, 256, 384, 512

- UCs: A vehicular network setting is assumed in this use case scenario, where the
access device is a mobile router (MT3) with 6 radio interfaces. The mobile router
is incorporated in a vehicle (e.g., car or bus) and serves the traffic generated by
passengers on board. The traffic comprises 32 inbound or outbound flows at various
QoS levels.

The different traffic flows that are served by the terminal devices in the various use case
scenarios are described in Table The Flow Id column assigns an identifier to each flow
for referencing purposes. Column Session type describes the user session that each flow
is part of, while Flow type refers to the type of content that a flow transfers. Direction
refers to the flow direction, either inbound or outbound, and the QoS column states the
QoS requirements of each flow. These requirements are specified by means of a QoS class
value that best matches the delay and jitter requirements of the user session. The QoS
classes that are considered are documented by 3GPP and range over: (i) Conversational
- C, (ii) Streaming - S, (iii) Interactive - I and (iv) Background - B. Finally, Bandwidth
requirements column refers to alternative bandwidth requirements of a flow depending on
user preferences, mobile terminal capabilities, available codecs etc. During random problem
instance generation the bandwidth requirements of flows are randomly selected among the
values contained in the aforementioned column.

Table presents the served traffic in each use case scenario in terms of traffic flows
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Table 3.3: Traffic load served in use case scenarios

Use Case . Number
. Active flows

Scenario of flows
UCo F1,F2,F3,F4,F9,F11,F12 7

UC, F1,F2,F3,F4, F7, F9, F10, 2x (F11,F12) 11

2x (F1,F2,F3,F4), F7, 2x (F9, F10),
UG 3x(F11,F12) 19
vo 3x(F1,F2,F3,F4), F5, F6, F7, F8, 2
3 3x(F9, F10), 4% (F11,F12)

Table 3.4: Bearer capacity availability scenarios

S&Iﬁi;lty avail- Bandwidth capacity values (kbps)

L 64, 128, 192, 256, 320, 334

M 256, 320, 384, 448, 512

H 384, 448, 512, 576, 640, 704, 768, 832

that are defined in Table The multiplication of a set of flows by a number denotes the
number of active instances of the respective flows in the use case scenario. Thus, 2x(F11,
F12) means that the mobile terminal serves two flows of type F11 and two of type F12.
Concerning the radio access availability, the accessibility of 6 providers per radio interface
is assumed, each one providing Internet access at four QoS level (C, S, I, B). Thus, the total
available number of bearer services per radio interface is 24 (6 Conversational, 6 Streaming,
6 Interactive and 6 Background). The RAT for each one of the 24 bearer services, accessible
through a specific radio interface, is selected in a random manner among the radio interface’s
supported RATs. The supported RATSs for a 3GPP radio interface are UMTS and GPRS,
while for a WLAN radio interface the supported RATs are IEEE 802.11a and IEEE 802.11b.
The cost of each bearer service is randomly generated while its capacity is randomly selected
from a number of predefined capacity values. Three scenarios of capacity availability are
considered for all bearer services: Low (L), Medium (M) and High (H). For each capacity
availability scenario, bearer capacities (equal for both uplink and downlink) are randomly
selected from the value sets included in Table 3.4

For each combination of use case and capacity availability scenario, an experiment is
conducted for the evaluation of the TFAP heuristic algorithm. Thus, the proposed algo-
rithm’s evaluation process involves 12 experiments, each one corresponding to a different
combination of problem size and capacity availability. The tasks that are performed during

each experiment are:



3.4. EVALUATION OF THE HEURISTIC ALGORITHM 65

1. Generation of a large number of problem instances by randomly fixing the values of:
(a) flow bandwidth, (b) bearer service uplink and downlink capacity, (c) bearer service
cost, (d) bearer RAT. Each problem instance is characterized by different bandwidth

requirements and capacity availability.

2. Finding of the exact solution S and the heuristic solution .S}, of each problem instance
for 10 different limits on power consumption (P;,i € {1,..,10}). Therefore, each
problem instance produces 10 pairs of exact and heuristic solutions (Se, Sp). The
set P = U{P;} for each problem instance is generated after finding its minimum cost
solution S, and minimum power consumption solution S, with the help of the ILP
solver. Let P, be the power consumption of S, and P, the respective value for S,. As
Sp corresponds to a global minimum on power consumption, it holds that P,, > P,.
The equality denotes a single global solution S, for the multi-objective optimization
problem and, thus, the set of limits contains just the value P,. If P, > P, then the

set of limits comprises 10 equidistant values in the interval [P,, P,,], including P, Pp,.

3. Calculation for each pair of solutions (Se, Sp) of the approximation error e, =

Cum(Sn)=Cm(Se)
CM Se)

cost. In the following section a product of e,, by 100 will be used and referred to as

of the heuristic solution against the optimal one in terms of economic

percent approximation error. An equivalent metric e, is also calculated for the power

consumption.

Computational results

Table summarizes the algorithm’s performance results for 12 experiments that corre-
spond to use case scenarios UCy-UCs. The results that are presented and analyzed corre-
spond to 900 different problems per experiment, each on being solved for 10 different limits
on power consumption. Thus, each experiment is evaluated on the basis of about 9000 exact
and heuristic problem solutions.

The first column (Ezp. Id) of table assigns an identifier to each experiment, while
column Description refers to the combination of use case and capacity availability scenario
that characterize each experiment. The third column includes the average percent approx-
imation error in economic cost per experiment, while the fourth presents the respective

average percent approximation error in power consumption. The negative values denote
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Table 3.5: Algorithm performance results per experiment

Exp. Id | Description | €,% | €% | Th (ms) | Te (ms)
1 UCo, L 4.32 | -1.49 4.68 174.90
2 UCp, M 3.99 | -1.52 5.12 181.26
3 UCo, H 4.94 | -2.51 5.88 194.89
4 UCy, L 6.30 | -2.39 14.35 972.07
5 UC:, M 5.74 | -2.03 16.74 1263.35
6 UCy, H 5.32 | -2.03 22.46 1040.07
7 UCs, L 7.39 | -2.17 58.74 4702.56
8 UCz, M 8.11 | -2.36 68.50 5160.61
9 UC,, H 5.40 | -2.40 91.82 4868.94
10 UCs, L 11.89 | -3.45 400.31 9459.97
11 UCs, M 13.07 | -3.51 536.60 | 11157.30
12 UCs, H 7.44 | -2.95 600.06 | 16442.40

that the power consumption of heuristic solutions is generally lower than that of exact so-
lutions. Given the tradeoff that exists between economic cost and power consumption in
the TFAP these values are expected. Thus, the loss in economic cost is to a certain extent
compensated by the improvement in power consumption. Columns five and six present the
average execution time of the heuristic algorithm and the ILP solver for solving the various
problem instances on a standard workstation with a 2.2GHz dual core processor and 2GB
of RAM. The algorithm proposed in this thesis has an order of magnitude lower execution
time that ensures fast response and allows its deployment to mobile devices with limited

processing power capabilities.

Figure (3.2 presents the cumulative distribution of percent approximation error values for
the entire set of problem instances generated by the various experiments. The graph shows
that 77% of problem instances are solved with a percent approximation error in economic
cost lower than 10%, while 84% of them (65% of total) have percent approximation error
lower than 5%. On the other hand, the probability of having a percent approximation error
higher than 40% is 2.5%.

A detailed presentation of the distribution of approximation error values e,, per exper-
iment is included in Figure Specifically, the diagram includes a different curve for each
value {1, ..9} of the Experiment Id axis (x axis), that correspond to the distribution of
approximation error values e, of the experiments included in Table [3.5] The projections
of the distribution curves in the xy plane present the approximation error values e,, that
correspond to the points 40%, 60%, 80% and 95% of the cumulative distribution. The graph

shows that 80% of problem instances with low to medium size are solved with relatively
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Figure 3.2: Distribution of percent approx. error in economic cost over all problem instances.

high accuracy (15%), while about 75% of them (curve at 60% of cumulative distribution)
are solved with worst case approximation error lower or equal to 6%.

With regard to the problems that are generated on the basis of use case scenario UCs,
their exact solution can be obtained by solving relatively large ILP problems EL with ILP
solver execution times that range from several seconds to hours. As the process of generating
a sufficient number of problem solutions was rather time consuming, the solutions of a
relaxation of the TFAP were used as benchmark. This relaxation is obtained by removing
the flow integrality constraints and, thus, allowing the distribution of each flow to more
than one interfaces. The resulting problem is a Mixed Integer Programming problem that
is generally easier to solve than the pure Integer Linear Programming (ILP). A mixed
integer solution of a problem instance is better or equal to the respective integer solution.
Thus, the approximation error e,, of heuristic solutions for the experiments 10,11 and 12,
as presented in table |3.5[ and Figure [3.4] is overestimated. Nevertheless, given the problem
size, the results are rather satisfactory as 90% of problem instances for each experiment

have approximation error less than 29%.

?Based on the problem formulation described in [ZG08] each problem instance comprises 4752 variables
and 359 constraints.
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Figure 3.3: Distribution of percent approx. error in economic cost for experiments 1-9.

The evaluation of the impact of (a) random restarts and (b) alternative objective func-
tions, to the approximation performance of the proposed heuristic algorithm, has been
performed through solving the problem instances of experiments 1-12 with different algo-
rithm variations. The base version of the proposed heuristic algorithm will be henceforth
referred to as LS/RS (Local Search with Restarts) algorithm. The problem instances of
experiments 1-12 are also solved with (a) a limited version of the base algorithm without
restarts, LS algorithm, and (b) a version of LS/RS that employs the “greedy” objective
functions f’, ¢’ that were introduced in Section

Figure presents the average percent approximation error in economic cost over all
problem instances for the three algorithm variations. The LS/RS algorithm outperforms
the other two algorithms, while the worst performance is exhibited by LS/RS with “greedy”
objective functions. The increased approximation error of LS algorithm is due to its en-
trapment to local minima and the absence of any mechanism for recovery from them. On

the other hand, LS/RS with “greedy” objective functions algorithm’s poor performance
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is caused by the frequent interchange of the economic cost and power consumption min-

imization search iterations (see Algorithm .

Specifically, the “greedy” minimization of

the economic cost objective, without taking into account power consumption, leads to fast
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crossing of the power consumption limit Py, after a limited search of the problem state
space before Ppax. On the other hand, the “greedy” minimization of power consumption,
results to high economic cost states after reaching Puax.

The distribution of the approximation error in economic cost, for the three algorithm
variations, is depicted in Figure [3.6] The figure presents results from all problem instances
generated by experiments 1-12. A more detailed view on the algorithms’ performance is
included in Figures where the distribution of the approximation error concerns the
sets of experiments 1-9 and 10-12 respectively. It is clear that the decline of LS and LS/RS
with “greedy” objective functions algorithms’ performance over LS/RS expands with the

increase on the size of problem instances.
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experiments 10-12.
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3.4.2 Performance evaluation in a dynamic simulation environment

The scope of this work lies on the specification and evaluation of a decision mechanism
for optimized utilization of connectivity and energy resources of a multi-homed [MMT]
The MMT serves application traffic flows of one or more users and operates in a dynamic
environment. Thus, the decision context is not static but instead depends on changing
application requirements and available radio access resources. In this section an evaluation
through simulation is presented with focus on the merits and performance implications of
the decision mechanism when applied to the MMT over a specific time horizon. Issues
related to the actual enforcement of flow assignment decisions, that involve execution of
handovers and flow redirections, are complementary to this work and out of scope of this
work. For this reason, as well as for reasons of simplicity and execution efficiency, the
evaluation is based on a discrete event simulation system that is driven by events at flow,
rather than packet granularity. The focus of the evaluation is threefold: (a) estimation of the
approximation error of the proposed heuristic algorithm ALG}, when taking into account the
domain of time, (b) comparison of ALG), with an extended version of an algorithm ALG,
that employs utility functions for network selection in a multi-mode device [NVAGDOS],
and (c) estimation of the mobility management overhead associated with each algorithm.

The discrete event simulator is implemented in Java and models the random arrival of
events that correspond to: (a) arrival and termination of application traffic flows and (b)
changes in the available capacity of a set of radio access networks. The traffic flows are
generated by a number of users, that engage in video-conference, FTP upload/download
and HTTP sessions. Session arrival for each user follows a Poisson arrival process with
a rate that depends on the application type. The duration of video-conference sessions is
exponentially distributed with mean value 5 minutes and their arrival rate is 2 sessions/hour.
Each non real-time (NRT) session comprises a number of packet calls that is geometrically
distributed with mean 5. The arrival rate for NRT sessions (FTP, HTTP) is 6 sessions/hour
for each session type. The data volume and inter-arrival times of packet calls within a NRT
session are randomly generated according to [3GP04].

Each video-conference session corresponds to a pair of (incoming/outgoing) audio flows,
each one requiring 12kbps of bandwidth capacity, and a pair of 128kbps video flows. Re-
garding NRT sessions, each packet call p, with data volume v, is mapped to a traffic flow f,.
The bandwidth b, of f, is set to the minimum required bandwidth for meeting a maximum

tolerated file download time d,. Thus, b, = v,/d,, where d, depends on the application
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type and the data volume v,. In the simulations, d, = 3s is set for HI'TP flows, while
for FTP flows d, is set to: (a) 45s,v, < 2.5M B, (b) 120s,2.5MB < v, < 5M B and (c)
240s,v, > 5M B. Note that in a real setting d, will probably be part of user preferences.

The time variation of each RAN’s available capacity is modeled according to the method-
ology used in [SNWO06| for the evaluation of network selection algorithms. Specifically, each
RAN is modeled as a Markov chain with 7 states and each state corresponds to a level of ca-
pacity availability, characterized by available bandwidth and access delay. State transitions
occur according to the state transition matrix used in [SNWO06]. The intervals between state
transitions are randomly generated and follow an exponential distribution. Each state tran-
sition corresponds to a simulation event that, along with flow arrival and flow termination

events, trigger flow assignment decisions.

The simulation system models the operation of a multi-homed mobile router, deployed
in a vehicle (e.g., a sightseeing bus) that moves with relatively low speed in an urban area.
The mobile router is equipped with 2 UMTS and 2 WLAN (IEEE802.11a/b) radio inter-
faces. It is assumed that throughout the simulation duration the mobile router’s location is
constantly served by 4 UMTS, 5 IEEE 802.11a and 5 IEEE 802.11b access networks. The
charging rates of UMTS networks are higher than those of the IEEE 802.11a/b networks.
Specifically, the rate for each UMTS network is fixed throughout the simulation duration
and ranges from 6 to 9 monetary units per kbit, while for WLANs the charging rates range
from 1 to 5 units per kbit. The router’s served traffic comprises traffic flows that arrive

randomly from 5 users that engage in web browsing, FTP and video-conference sessions.

Each simulation execution corresponds to 3 hours of simulated time and focuses on the
minimization of the totally incurred economic cost. The randomly arriving flow and network
events are processed by the ILP Solver, ALG) and ALG,. Each algorithm maintains its
own, probably different, flow assignment state that is updated after each execution. The
ILP Solver decisions result to the minimum possible cost for a given event sequence. The
proposed heuristic algorithm ALG) is also compared with a network selection algorithm
ALG, that takes into account multiple criteria of different priority, evaluated by utility
functions [NVAGDOS]. The criteria considered in this evaluation are: (a) cost C, (b) power
consumption gain Cye [NVAGDO§], (c) available bandwidth Cj, (d) required QoS class Cj.
The priorities of C., Cge are set to 3 (high), 0 (ignored) respectively for all simulation
executions. Other priority levels used in [NVAGDOS| are 2 (medium) and 1 (low). The

priorities of Cj, Cy depend on the served traffic and their configuration is explained below.
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Note that ALG,, as specified in [NVAGDOS§|, focuses on the selection of a single RAN,
while for capacity or economic efficiency reasons more than one radio interfaces may need
to be activated. In this evaluation ALG,, is used for the selection of more than one RANs
by applying it iteratively for the assignment of flows of QoS class C (conversational) and
then for S, I and B classes respectively. The iteration for each QoS class @); involves the

following simple steps:

1. Set the priority of C; to 3, 2, 1 or 0 according to the current value of Q; (C, S, I or
B respectively).

2. Set the priority of C} on the basis of the ratio of total required bandwidth of @Q; class
flows to the available capacity through all radio interfaces for traffic of class @);. This

ratio is normalized and mapped to the allowable priority values {0, ..., 3}.
3. Evaluate available bearers with QoS class better or equal to @); according to ALG,,.
4. Assign flows of class @Q; to the first possible bearer(s).

Figure [3.9| presents the percent approximation error in economic cost and energy con-
sumption of ALG), and ALG,, as it is averaged on 100 simulations. The performance of
each algorithm is compared against the economic cost and energy consumption incurred by
executing the ILP solver and enforcing its decisions upon all simulation events. Regarding
the execution frequency of ALG) and ALG,, a different policy has been adopted that is
more appropriate for a real-world deployment, where optimality needs to be balanced with
system stability. Specifically, each execution of ALG} or ALG, is followed by a phase
where new events are handled with the least possible modifications to the current state.
For instance, on a flow arrival event the new flow is assigned to the cheapest radio interface
with spare capacity, on a flow termination event no action is taken etc. This phase ends
with the arrival of any event that invalidates the current flow assignment, e.g., the QoS of a
used bearer service violates its flows’ requirements or assignment of a new flow is not pos-
sible. A new valid flow assignment is derived through algorithm execution and the process
continues. As illustrated in Figure ALG}, provides good approximation to the optimal
cost, despite the aforementioned conservative execution policy. Due to the large decline
from optimal economic cost, ALG, outperforms ALG} in terms of power consumption.

The average mobility management overhead caused by the application of the algorithms’
(ALGy, ALG,,) decisions in each simulated scenario is depicted in Figure The figure
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presents the average number of flow redirections and horizontal handovers per minute trig-
gered by each algorithm. A flow redirection refers to the change of the serving radio interface
of an active flow, while a horizontal handover occurs when an active radio interface changes
its point of attachment to a different RAN. The graph shows that the overhead of ALG),
is very close to the respective overhead of algorithm ALG,, that represents a simpler and
more straightforward flow assignment scheme. In any case, the incurred mobility manage-
ment actions are limited, given the gain in economic cost and the number of concurrently

served users.
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Chapter 4

An Agent-based Architecture for
Handover Decision Support in

Heterogeneous Networks

4.1 Introduction

The fourth generation (or Beyond 3G-B3G) of mobile communications systems is orientated
towards the integration of available wireless access technologies. The envisaged architec-
ture of a 4G network comprises a variety of wireless access (WLAN, Bluetooth etc.) and
cellular 3G or 4G networks interfacing with access routers to a common core IP network,
that serves their interconnection and integration with earlier generation networks (PSTN,
ISDN, 2G/2.5G etc.) through appropriate gateway routers [Zah03]. Handover management
extends its scope in 4G targeting seamless mobility across cells: (a) of the same or differ-
ent technology (horizontal vs. vertical handover), (b) operated by the same or different
providers (intra-domain vs. inter-domain handover). Thus, additional factors need to be
taken into account during handover initiation and decision, such as user’s cost tolerance
and contractual constraints, applications’ requirements and priority, terminal device status
(battery status, available radio interfaces etc.) [SZ06]. In this context the role of handover
is being enhanced from maintaining connectivity to optimizing connectivity.

The sources of handover triggering events, as well as of the information required for
handover decision, do not lie exclusively on the network or link layers. Instead, given

that application and user related factors will be taken into account, higher layers, such as

7
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the application layer, would also have substantial contribution. Thus, an application layer
approach is required for a handover initiation and decision solution, as it is also proposed

in [GJ03] where the requirements for an Always Best Connected (ABC) service are set.

From a user viewpoint, a technical solution for handover initiation and decision enables
efficient connectivity in a context of multiple wireless access networks. However, from a net-
work operator’s perspective such a solution acts as a market enabler that allows clients to
either join or leave its network depending on their current utility. A trustworthy implemen-
tation of this capability cannot be offered by a single network provider. The reason is that
it has no incentives to provide reliable and in-time information regarding available wireless
networks and consequently let its customers utilize third-party services. A viable solution
should: (a) incorporate various wireless operators, (b) support market competition through
easy integration of new entrants, (c) adopt a common, unambiguous information schema
for interoperability of the exchanged information (e.g., descriptions of network capabilities,
so as to enable effective decision making), (d) build on a commonly accepted model of trust

relationships so as to be relied upon by users and network operators.

In this section an agent-based architecture is proposed for handover management in
4G with main focus on the initiation and decision phases of the handover mechanism. The
architecture is specified in terms of (a) definition of agent types and their deployment in user
terminals and access networks, and (b) description of agent collaboration for determining
the timing and target of handovers. Moreover, a study of the architecture’s integration
into a heterogeneous network setting, comprising 3G cellular networks and IEEE 802.11x
WLANS, is provided. Finally, performance implications of the proposed architecture are
analyzed on the basis of results drawn from a simulation system. The rest of this section is
organized as follows: Section [4.2| analyzes the business environment where the architecture
will be integrated. An overview of the architecture along with the merits of an agent-based
approach in handover management is presented in Section Section @ focuses on agent
collaboration during handover management. A performance evaluation of the proposed

architecture is presented in Section

4.2 Business actors and their relationships

The architecture focuses on inter-domain handovers, as well as on vertical intra-domain

handovers. The assumption is that horizontal handovers in the bounds of a domain are
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transparently handled by the network’s mobility management mechanism. In the case of a
single network provider, available Radio Access Networks (RANs) may be interconnected
through a common core network. However, in this thesis the focus is on the more general
case where RANs provide access to different core networks, interconnected either directly or
through the public Internet. Two types of network providers are assumed: (a) core network
operators that manage zero or more possibly heterogeneous RANs attached to their core
network, (b) RAN operators that manage one or more RANs attached to the networks of
core operators.

End-users gain access to the services of various wireless providers through a single sub-
scription. This is enabled by a business entity that maintains roaming agreements with the
network operators and offers a value-added service on top of their network infrastructure.
Its role is analogous to that of an service provider, as defined in [GJ03]. However,
it will be referred to as Multi-Access Provider (MAP) as the focus is on a subset of the
ABC service capabilities. MAP subscribers are not required to maintain contracts with
network providers-partners of the MAP. The MAP is responsible for their authentication
and bills them by aggregating their respective charges from the various network providers.
In addition, it supports handover management by providing a platform where (a) network
operators publish their services and (b) user terminals discover network services and select
the most appropriate on the basis of user, device and application related constraints.

However, MAP cannot guarantee the accuracy of information published through its
infrastructure. For instance, a network provider may publish service descriptions that do
not correspond to their actual, probably inferior, performance. In order to discourage
providers from abusing the infrastructure, the presence of the regulatory authority is deemed
important. The regulator is trusted by all actors and enhances the credibility of offered
services. Its role will be further analyzed in Section

4.3 Architecture Overview

4.3.1 An agent based approach

The use of software agents facilitates the deployment, maintenance and management of
the system. The capability of a network node to host the execution of system components
depends on the presence in it of an agent platform. Once platforms are deployed, agents

can populate them either by self-motivated mobility or remote instantiation with the use of
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appropriate management software. In the same way new software versions can be deployed.
Management is enabled by management capabilities provided by the platform through a
standard interface compatible agent platforms) [FIP10].

Interoperability of system components is a critical design issue as they will be imple-
mented by different parties (MAP, regulator, network providers, other application service
providers) with possibly different perspectives on the problem domain. A straightforward
approach for interoperability is based on the definition of Application Programming In-
terfaces (APIs) and messaging protocols. Such specifications are implementation specific,
focus on the syntax of the messages and may have different interpretation by the various
providers. Agent interoperability is based on the exchange of messages expressed in one
of the widely accepted Agent Communication Languages (ACLs), FIPA ACL [FIP02a] or
KQML| [LEP99]. An ACL message encapsulates the communication payload and describes
it in a domain independent way with a predefined set of attributes. The payload is ex-
pressed in a content language (e.g., with the use of vocabulary from shared
ontologies. Consensus, thus, among providers is reached at a higher, conceptual level that

ensures unambiguous interaction.

4.3.2 MAP Network Architecture

The specification of the proposed architecture, as well as a study of its integration in the
infrastructure of current wireless networks, will be presented with reference to a 4G het-
erogeneous network setting. For the sake of simplicity three types of wireless providers will
be considered: (a) 3GPP (GSM/UMTS) operators, offering packet switched as well as cir-
cuit switched services, (b) WLAN providers, operating IEEE 802.11x WLANSs for Internet
access in public hot spots and (c) Interworking-WLAN (I-WLAN) providers.

An I-WLAN provider manages a WLAN that interworks with the core networks of
one or more 3GPP systems, henceforth referred to as 3GPP Public Land Mobile Networks
(PLMNs) or simply PLMNs. Recall that the 3GPP-WLAN interworking architecture has
been specified by 3GPP [3GP08a] with purpose of (i) enabling WLAN public access to
subscribers of PLMN operators and (ii) enabling WLAN access to IP-based services of the
3GPP [PS domain. An I-WLAN allows a mobile terminal to be authenticated by its home
PLMN (HPLMN) and use packet switched services of the HPLMN, other visited PLMNs
(VPLMNSs) or directly connect to the public Internet via the FWLAN network depending

on user subscription terms.



4.3. ARCHITECTURE OVERVIEW 81

\

L ]
Agent Platform AAA

IP backbone -

Figure 4.1: MAP network architecture

Figure [A.1] depicts a simple 4G setting that will be used as a case study for the de-
scription of various operational scenarios of the proposed approach. In this setting, the
MAP cooperates with a WLAN, a UMTS (UMTS;) and an I-WLAN operator. The latter
provides access to core services of UMTS1, in addition to basic Internet access. Moreover,
it is assumed that the coverage areas of all wireless access networks intersect in the user’s
geographical region. A contract with the MAP enables a user’s access to services offered by
all MAP partners. Each wireless provider and the regulator incorporate an agent-platform
in their core networks in order to participate in the architecture. Especially for operators
of networks with broad geographical coverage, the management of more than one instances
of an agent-platform may be required for efficiency and load distribution purposes. Each
instance can serve the users of a geographical region, e.g., a city or a more restricted area.

The MAP’s network infrastructure is also outlined in Figure [f.1] It comprises an IP
backbone that interconnects a set of core elements. These core elements, accessible by

terminals and wireless networks through the public Internet, include:

- a Geographical Information System (GIS) for location-based retrieval of information

related to the type and coverage of its partner- networks,

- a Mobile IP Home Agent (HA) for macromobility support,
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- an Agent Platform hosting agents that wrap services offered by other core elements

and make them accessible to agents distributed in user terminals and access networks,

- a Home Subscriber Subsystem (HSS) accessible by HSSs of 3GPP networks for au-

thentication and authorization purposes, call routing and user profile retrieval, and

- an[AAA]server that interfaces with respective AAA servers of network providers using
RADIUS or Diameter. It is referenced by them for user authentication and authoriza-
tion, while it concentrates their charging records for billing purposes. The AAA server
interfaces and acts as a proxy to HSS that is the primary source of authentication,

profile and authorization information.

Concerning user terminal equipment, a is assumed, capable of connecting to both
IEEE 802.11 and UMTS networks. A basic requirement for a MMT is the integration of a
smart card with modules for authentication with UMTS/GSM networks
respectively. UICC smart cards are owned by the MAP and include each subscriber’s
International Mobile Subscriber Identity (IMSI) that is also issued by the MAP.

4.3.3 Agent types and functionality

Figure depicts the architecture’s agent types, along with the agent platforms that host
their execution. Agents’ different shading is indicative of the authority they represent.
Platforms comply with the FIPA agent management reference model [FIP10] that specifies
three basic logical components: (a) Agent Management System (AMS) agent, (b) Directory
Facilitator (DF) agent and (c) the Message Transport Service (MTS), the default commu-
nication method between agents on different platforms. AMS is a mandatory component
that provides agent registration, life cycle control and white pages services, while DF is an
optional component that provides yellow pages services to the agents of a platform. The
ownership of AMS and DF correlates with the administration of the platform. Agent com-
munication is based on ACL messages expressed in either FIPA ACL or KQML [LEFP99].
Message transport is carried out over TCP/IP with use of HTTP] [[IOP} [WAP]| etc.

Multi-access provider agents

They wrap services offered by the MAP’s core elements and provide them via an ACL
interface to other agent types executing in wireless networks and user terminals. Among

the main support services offered by the MAP agents are:
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Figure 4.2: Agents comprising the architecture.

software distribution, where latest versions of drivers and software libraries are dis-
tributed on demand in order to enhance the utilization of the terminals’ network

interface(s),

management of user profile information, that is transferred to authorized agents in

order to reason and act upon it, and

location-based retrieval of network information. The geographical coverage of each
RAN as well as information concerning its type and offered services are stored in
MAP’s GIS. MAP agents interface with the GIS and serve requests on (a) the wire-
less networks of certain type that cover a geographical location and (b) the wireless

networks that have overlapping coverage and the same type with a given network.
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Wireless provider agents

A wireless provider’s platform executes agents that represent all business actors except for
the regulator. The platform includes one Network Provider agent (NP-agent), one Network
Monitor agent (NM-agent) and several Access Facilitator agents (AF-agents) representing
the wireless provider, the MAP and currently connected users respectively. NP-agent pro-
vides an ACL interface for controlled access to network management information of the
current network. The information exposed by the NP-agent includes descriptions of infor-
mation transfer services provided by its network, characterized by various attributes such
as QoS, cost etc. NM-agent aggregates information regarding access networks that intersect
with the current network’s coverage area. This information is retrieved through subscrip-
tion to respective NP-agents. Each NM-agent serves numerous AF-agents, corresponding
to the current network’s users. AF-agent is a user proxy responsible for handover initiation
and decision and subscribes to NM-agent for receiving information on networks with pre-
sence to the [MMTs current location. It incorporates user and terminal profile information
relevant for its decision making. In order to minimize network latency in its communication
with the terminal’s agents, AF-agent migrates and executes each time in the platform that

corresponds to the current access network.

Terminal device agents

Each terminal device utilizing the MAP services, hosts two agent types that are user repre-
sentatives, Profile agent (P-agent) and Connection Manager agent (CM-agent). P-agent’s
role is to communicate the perceived QoS, user preferences and application requirements
to AF-agent in order to make informed decisions on the target and timing of handovers.
CM-agent is responsible for successful execution of handovers, initiated by the user’s cor-
responding AF-agent. Handover execution is preceded by a procedure that determines the
terminal’s capability (in terms of software requirements, of accessing the selected
network. Note that the terminal’s hardware configuration is taken into account during
handover decision by AF-agent that informs CM-agent of the appropriate driver versions
and protocol implementations that the terminal should support in order to connect effec-
tively to the specified network. CM-agent checks the terminal’s software configuration and

reports any deficiencies to a MAP agent in order to download updated versions.
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Regulator agents

The software agents that execute on the regulator’s platform wrap appropriate databases,
and either update or make their contents available to other agents. Two types of databases
are considered: (a) a database DB; with service licenses granted to the various network
operators, (b) a customer complaints database DB.. On the basis of DB; contents, re-
gulator agents provide information regarding network providers and the services they are
licensed to offer. Such information is requested by NM-agents whenever a new type of
service is retrieved from a NP-agent. Moreover regulator agents, update DB. on the ba-
sis of notifications related to misleading service descriptions published by providers. Such
notifications are sent by P-agents whenever the QoS of a service declines significantly from
that advertised. These notifications are analyzed by the regulator and, if necessary, further
investigation is conducted. DB, is also updated with notifications regarding locations with
high radio interference. P-agents send such information whenever high interference is per-
ceived by the MMT. The regulator can check areas with high concentration of notifications

for operation of unlicensed antennae.

4.4 Handover Mechanism

4.4.1 Network Provider Platform Bootstrap

Bootstrapping of a network provider’s platform involves authentication of the platform’s
NP-agent with the MAP and download of the latest version of the NM-agent software.
Figure presents the message exchange during I-WLAN’s agent platform initialization.
After its instantiation (2), NM-agent requests from the local NP-agent geographical infor-
mation regarding the coverage area that this platform serves (3). On the basis of such
information NM-agent retrieves from the MAP the addresses of NP-agentyypany and NP-
agentyyrs—1 that correspond to networks that intersect with the given coverage area (4).
Finally, NM-agent retrieves bearer service descriptions from all relevant NP-agents through
subscription (5, 6, 7). Adoption of a subscription model allows only modified service de-
scriptions to be propagated to NM-agents, thus minimizing network traffic that could be

generated by periodically polling NP-agents for their offered services.
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4.4.2 Handover Initiation

Handover initiation is an iterative task that triggers handovers whenever the terminal’s
current connection(s) do not meet the applications’ requirements in terms of bandwidth,
QoS, security etc. P-agent perceives and makes available to AF-agent a series of handover

initiation events such as:

- link quality degradation on an active radio interface,
- change to connectivity requirements due to the start or termination of an application,

- change to the status or configuration of the terminal device, e.g., low battery level,

availability or unavailability of a radio interface,

- special core network capabilities required by an application, for instance sending a

MMS message requires access to the core of a 2.5/3G network,

- discovery of a new access network.

AF-agent also perceives handover initiation events from NM-agent whenever the status

of a subscribed network (e.g., congestion level) changes.
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Figure 4.3: Bootstrapping of network provider’s platform
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Figure 4.4: Handover initiation and decision

Agent interaction in a scenario of new wireless network discovery is presented in Fi-
gure It is assumed that the is initially connected to the UMTS network. As it
approaches a hot spot covered by the WLAN provider, its WLAN interface starts receiving
IEEE 802.11 beacon frames from WLAN Each beacon frame incorporates a [SSID|
information element that identifies the WLAN provider. This information is extracted and
made available to P-agent through an appropriate event (1). However, besides network
identification, beacon frames do not include other information attributes that may assist
the MMT’s handover decision. Such information could be retrieved after associating with
the AP, a relatively time consuming task that may prove useless, if finally the WLAN is
not selected. In the proposed approach discovery of bearer service information is delegated
to the AF-agent. P-agent notifies AF-agent through its current UMTS connection on the
perceived event with an initiate handover message that includes the discovered network’s
SSID (2).
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Information on the types of bearer services offered by each wireless network is retrieved
by AF-agent through subscription to the local NM-agent (messages 3, 4). On subscription
initiation, AF-agent provides to NM-agent an identification of the network that is inter-
ested on receiving information about. AF-agent’s subscriptions span only wireless networks
that are available in the [MMT[s current location. These networks are discovered by the
MMT on the basis of L2/L3 information received by its radio interfaces. As an alterna-
tive, MMT’s current location, retrieved by a [GPS| receiver, could be utilized for network
discovery. AF-agent decides on the most appropriate target for handover (5) and forwards
to P-agent all relevant information for handover execution (network type and registration
information, protocol versions, authentication type etc.)(6). P-agent requests the execution
of the handover from CM-agent (7) that assesses the terminal’s capability of connecting to
the proposed network. In the positive case, P-agent notifies AF-agent (8) that migrates
to the target network’s agent platform in order to serve its principal with the minimum
network latency (9). Note that in case of multi-homed that maintain connections
with more than one networks, AF-agent’s migration takes place towards the network that

provides the lowest communication delay with the terminal’s agents.
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Figure 4.5: AF-agent migration from UMTS-1 to WLAN agent platform.
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A more detailed description of s migration procedure is depicted in Figure 4.5
Continuing the above scenario, AF-agent decides to migrate to the agent platform of WLAN,
that is the MMTY[s target for handover execution (1). Before migration, AF-agent unsub-
scribes from NM-agentyayrrs—1 (2) and informs P-agent of the new platform that will host its
execution (3). Agent migration is requested by the current platform’s (AMSynvTs—1)
(4) that transfers agent state and code to AMSywran (5). The latter restores AF-agent’s
execution (6) and informs the former on the migration success (7). After resuming its ex-
ecution on the new platform, AF-agent waits a contact from in order to continue
its normal operation (8). P-agent communicates with AF-agent once handover execution to
the new network is complete. A key exchange takes place among agents in order to prove

their identity (9) and finally AF-agent subscribes to NMyzan (10).

4.4.3 Handover Decision

Recall that the heterogeneous network setting described in Section [£.3.2] assumed a [MMT]
located in an area served by WLAN, UMTS and [FWLAN]| network operators. In this
setting, handover decision extends its scope to the selection of both wireless access and
core networks. A basic requirement for optimal selection of access and core networks is
a consistent and commonly adopted data model for describing data transfer services. In
this thesis, the adopted approach for the description of the various services is based on
the categorization and attributes used in [3GP10d, BGP09f] for the characterization of
telecommunication services in a 3GPP [PLMN] Specifically, telecommunication services are
classified into bearer services, that provide information transfer between access points of
a network, and teleservices that provide a complete capability. The service descriptions
published by network providers, through NP-agents, belong to the bearer service category.
As handover execution, in most approaches, is handled in the data link (L2) or network layer
(L3), handover decision involves selection of L2 or L3 bearer services offered by different
networks. Bearer services are described in [3GP10d, BGPQO9f| through a set of attributes
(see Table [4.1] for a subset of them).

The structure of a bearer service description is depicted in the class diagram of Fi-
gure [£.6 The protocol that is used by a bearer service for information transfer as well as
a description of its endpoint and its access requirements (e.g., authentication method) are
provided by the “Access Interface” service attribute. Its range is set to instances of the

Protocol Endpoint class that has the same semantics as the respective class defined in the
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Common Information Model (CIM) Network Model specified by Distributed Management
Task Force (DMTF) [DMT10]. The Protocol Endpoint (PE) class identifies the address or
location where the bearer service is available and incorporates service configuration infor-
mation (e.g., supported packet size, negotiable QoS attributes, authentication methods).
Moreover, the class characterizes the OSI stack layer that the service belongs to. For in-
stance, the LAN Endpoint and IP Protocol Endpoint classes, defined in [DMT10], extend

PE and describe L2 and L3 bearer service endpoints respectively.
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Figure 4.6: Class model of bearer service descriptions.

For the assumed network setting, a set of additional Protocol Endpoint subclasses need
to be introduced for the description of available bearer services. These classes, depicted in
Figure are: (a) I-WLAN Protocol Endpoint that extends the WLAN Protocol End-
point [DMT10] by appending the “EAP Method” attribute that specifies the protocols that
are supported for 3GPP authentication, (b) Wireless Access Point Name (W-APN) that
identifies a L3 access point to the PS domain of a 3GPP network interworking with a
WLAN (note that instances of W-APN class characterize the “Access Interface” of 3GPP
core bearer services) and (c) GPRS Protocol Endpoint that identifies a packet data network
in a [PLMNI

The types of core networks that are accessible through a given are specified in
the “Accessible Core Network Types” attribute, while the endpoints of their respective

core bearer services are given in the “Core Access Interface” attribute. The latter is a



4.4. HANDOVER MECHANISM 91

multi-value attribute and ranges over instances of the Protocol Endpoint class. The bearer
service descriptions that correspond to the aforementioned core access interfaces should also
be provided by the of the wireless network that interworks with them and made
available to Finally, the cost of using a certain bearer service is specified in the

"Cost’ attribute that ranges over instances of the ’Cost Structure’ class.

Table 4.1: Bearer service description

Attribute name

Values

Information

Transfer attributes

Connection mode
Traffic type

QoS
Communication
configuration
Symmetry

Connection oriented, Connectionless
Constant or Variable Bit Rate
Instance of qos class

Point to Point (PTP), Point to Multi-
point (PTM), Broadcast
Unidirectional, Bidirectional Symmet-
ric, Bidirectional Asymmetric

Access attributes

Access interface

Instance of Protocol Endpoint class

Interworking attributes

Type of terminat-
ing network
Accessible core net-

PSTN, ISDN, PSPDN, PDNE|, PLMN,
direct internet access
PSTN, ISDN, PSPDN, PDN, PLMN

work types
Core access inter- | Instances of Protocol Endpoint class
face

General attributes Cost, Instance of Cost Structure class

On the basis of bearer descriptions retrieved from [NM-agent| [AF-agent| creates the best

combination for user access. At first, a selection of Access Bearers (ABs) (i.e., bearer
services with an L2 wireless protocol endpoint) takes place that are usable by the [MMTJs
radio interfaces. Next, Core Bearers (CBs) are retrieved that are accessible through the
selected access bearers, i.e., bearers that their “Access interface” matches the “Core access
interface” of at least one of the selected access bearers. As a result a set of pairs (AB;,
CB;) is created. The value of “Type of terminating network” attribute is then checked in
order to ensure that the type of termination required by MMT applications is provided by
selected bearers. This filtering does not apply to access bearers that interwork with at least
one core bearer. The combined cost and QoS of each pair (AB;, CB;) is then calculated
and used as input to a [TFAP] algorithm, as the one described in Section [3.3] or one of the
methods proposed in [SJ05] or [XV05].

'Packet Switched Public Data Network, Public Data Network
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4.4.4 Mobile Terminal’s Initial Access and Authentication

During initial log on of a disconnected [MMT] network selection aided by is not
possible. Its instantiation takes place after successful authentication through a network
provider supporting the [MAP] services. In this case network selection is based on a pre-
defined priority list of wide coverage providers. After user authentication, and
are instantiated on the MMT’s agent platform while an instance is cre-
ated in the MAP agent platform and moves to the platform of the user’s current network.
The terminal authenticates with the MAP at initial log on and prior to each inter-domain
handover. Authentication is carried out by the terminal’s Universal Integrated Circuit
Card (UICC) that incorporates appropriate software modules such as Universal Subscriber
Identity Module (USIM), for authentication with UMTS over [UTRAN] and Extensible Au-
thentication Protocol (EAP)-Authentication and Key Agreement (AKA) that allows the
execution of the UMTS protocol over a WLAN access network [KHO03]. Authenti-
cation information is forwarded through the current wireless provider’s [AAA] or [HSS to
the corresponding elements of the MAP that is responsible for user authentication and

authorization.

4.4.5 Handover execution

The proposed approach is transparent to handover execution protocols and various mech-
anisms, either network, transport or application layer may be employed in order to ensure
flow continuity across different or domains. As regarding the incorporation of Mobile
IPv6 in the architecture, MIPv6 Home Agent (HA) is situated, as described in Section[4.3.2]
in the MAP]s domain. Mobile terminals authenticated with the MAP perform binding
updates to the with their current care-of addresses (CoAs) in order to be reachable
by correspondent nodes through their public Home Address (HoA). Routing optimization
should be applied where possible (it depends on the capabilities of the correspondent node)
so as to avoid transforming the MAP domain to a traffic bottleneck.

Other aspects of MIPv6, such as the multi-cast of router advertisements for mobility
detection can be incorporated in the network discovery mechanism of the proposed archi-
tecture. Router advertisements are used in IPv6 and MIPv6 for stating the availability

of a router. A mobile terminal receives router advertisements and forwards them to [AF
in order to subscribe to to network descriptions that correspond to the
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discovered access router. The new network descriptions are then utilized by AF-agent in
its decision process. On the other hand, when router advertisements of the current network
are no longer received by the [MMT] AF-agent is notified in order to unsubscribe from the

respective network descriptions.

4.5 Performance evaluation

In [CVST04] a partitioning of the handover latency is proposed, where the total latency
THo, is broken into three main components, namely detection period T4, address configu-
ration interval T, and network registration time T, Tgo = Tq + T, + T,. As the main
focus of the proposed approach is on the selection of the timing and target for handover ex-
ecution, the latency introduced to the handover procedure due to its operation corresponds

to the detection period component of the above partitioning.
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Figure 4.7: Average Detection Period on various network loads.

A simulation system has been implemented in order to estimate T; and study the
performance of agent migration. System implementation is based on 3.4 [jad10a],
a widely-used framework for developing agent-based applications. The simulation setting
that has been deployed in order to estimate Ty comprises two agent platforms P; and Po
that serve the users of two IEEE 802.11g Access Points (APs), APy and AP respectively.
Each platform executes on a 3.2 GHz Pentium 4 workstation with 1 GB RAM and hosts
the set of agents described in Section As concerning user representative agents, an
instance of AF-agent is executed for each [MMT] that is associated with an AP, regardless
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Figure 4.8: Average Migration Delay.

of having or not an active data session with it. A third agent platform Py hosts P-agents,
that correspond one to one to AF-agents executing in P; and Py. Each P-agent generates
VoIP call establishment requests REQ that trigger handover decisions to their corresponding
AF-agents. AF-agents incorporate an implementation of the AHP-GRA network selection
algorithm [SJ05] that is executed upon each request. The result RES is sent back to P-agent
and the round-trip time corresponds to Ty.

The VoIP service is selected as a type of traffic in order to study performance results in
a setting with strict QoS requirements. The call duration and inter-arrival times are expo-
nentially distributed. Call servicing and thus the network load is simulated by NP-agents.
The average packet delay under various network loads is estimated by a WLAN simulator,
Pamvotis [VZ10]. Pamvotis is also used for an estimate of the AP’s capacity, in terms of
VoIP sessions. As the VoIP service requires delay values to be less than 150ms in each
direction, capacity threshold is set to a number of sessions that satisfies this requirement.

For the simulation setting included in Table the AP capacity is 37 sessions.

Table 4.2: Simulation parameters

Pythagor Simulation parameters | Network load generation parameters

AP Data rate 11Mbps Call Duration Exponential 4=0,0083s~!
VoIP Packet length | 200B Call Arrival Poisson A=0,245s~1
VoIP Packet rateﬂ 25pkt/s AP Capacity C=37 VoIP sessions
VoIP Bit rate 80Kbps Call Blocking Prob. | 30%

20One way packet rate. A total of 80Kbps is required for a single call, 40Kbps in each direction.
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The average Ty has been estimated for 200 AF-agents executing in each of Py, Ps.
The simulation setting involves high utilization of both WLAN APs with call blocking
probability equal to 30%. The average duration of VoIP sessions is set to d = 120s and, thus,
random duration values follow an exponential distribution with parameter p = 0,0083s7.
Given that VoIP call arrivals follow a Poisson distribution, the system can be modelled as
M/M/m/m queueing system, i.e., a system with m=37 servers and no waiting room. The
call blocking probability of this system is given by Erlang B loss formula [Kle75]

or

_ _ml

B

that is used for estimation of A, given the values of P, p and £ = ﬁ Figure presents the
average Ty as it evolves with the number of active sessions on the AP. The message transport
delay (T,,) corresponds to the latency introduced by the wireless access network for the
transport of both REQ and RES. The average message size for REQ and RES is 300B and
1700B respectively. The diagram shows that Ty is equal to T, plus an overhead of about
50ms due to agent collaboration. Thus, T4 remains in reasonable levels, considering that
in case of WLAN/GPRS vertical handovers it has values in the order of 100ms |[CVST04].

In future extensions of this work, Ty will be studied under larger scale deployments.

As JADE 3.4 does not support inter-platform mobility, a third-party service has been
employed for the implementation of agent migration in the simulation system. The Inter-
Platform Mobility Service (IPMS) [Depl0] integrates with the JADE agent platform and
utilizes the platform’s message transport service for implementing agent migration between
different JADE platforms. In IPMS, the platform’s AMS packages the migrating agent’s
code and state in an [ACL] message - ACL,, - and sends it to its peer [AMS]in the remote

platform that restores the agent’s execution.

A simulation setting comprising two JADE platforms has been deployed in order to study
the performance of agent migration. Each platform executes a number N of AF-agents that
migrate at exponentially distributed intervals, thus, generating a Poisson distributed series
of migrations with a total rate A\. Experiments have been performed for various values of A
and N and the results are presented in Figure [£.8] A third determinant of migration delay is
the size of the migrating agent’s code and state. Due to the relatively large size of AF-agent’s
code (100KB) a modification was introduced to the IPMS source code in order to disable
agent code packaging in ACL,,. The assumption is that agent code will be pro-actively
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transferred and cached to platforms of “neighbouring” cells before handover execution. The
graph in Figure shows a significant increase in migration latency (especially for high
migration rates) as the agent state raises from 4KB to 7KB. A good design of AF-agents that
limits the size of agent state, as well as the use of high processing power servers for hosting
the agent platforms can moderate the migration delay. However, it must be highlighted that
migration delay does not contribute to handover latency, as agent migration takes place in
parallel with handover execution. The restriction here is that its value should be lower than
handover latency so that AF-agent will be available to the [MMT]| when the connection to

the new network is established.



Chapter 5

Conclusions & Future work

5.1 Conclusions

This thesis contributes to the broader area of network selection and handover decision in a
heterogeneous network setting. This network setting, ofter referred to as 4G, is characterized
by multiple Radio Access Networks (RANSs), of possibly different Radio Access Technology
(RAT), interworking through a common IP core network or different core networks inter-
connected through the Internet infrastructure. Network selection is part of the handover
management procedure and targets the selection of the best point of access and service level
for maintaining the level of connectivity required by user applications. In a heterogeneous
network setting the range of choices allows network selection to serve additional user ob-
jectives to service continuity, e.g., economic efficiency, device energy autonomy. This thesis
studies the network selection problem in the presence of multi-homing support from both
the network side and the end-host. Specifically, a mobile terminal is assumed, equipped
with two or more different radio interfaces that has the role of an end-host or mobile router.
The multi-homing capability widens the scope of network selection to also involve the se-
lection of radio interfaces that need to be activated and the decision on the distribution of
traffic flows to them. The latter is necessary since traffic requirements are an important
decision factor on the majority of network selection schemes. Thus, the problem has three
dimensions: (a) radio interface activation, (b) bearer service selection for activated radio
interfaces, (c) assignment of traffic flows to activated radio interfaces.

In this thesis the three subproblems are handled in a uniform manner with the specifi-

cation of the Traffic Flow Assignment Problem (TFAP). TFAP focuses on the assignment
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of application traffic flows (either inbound or outbound) on appropriate radio interfaces
and bearer services in a way that establishes the best trade-off between economic cost and
power consumption. Economic cost refers to network usage cost while power consumption
is due to the operation of activated radio interfaces. The assumptions that underpin the
trade-off between them are: (a) the availability of bearer services of comparable cost across
the mobile terminal’s radio interfaces (b) the existence of a positive correlation between
network usage cost and provided capacity. Based on these assumptions and given that the
traffic load of the Mobile Multi-mode Terminal (MMT) cannot be served by a single radio
interface (due to capacity or QoS restrictions), the minimization of economic cost involves
distributing traffic flows to radio interfaces with access to the cheapest bearer services. On
the other hand, minimization of power consumption requires the activation of the least pos-
sible number of radio interfaces by associating them with high capacity and usually higher

cost bearer services

The proposed analytic formulation for TFAP results in a bi-objective combinatorial
optimization problem. The bi-objective optimization problem is solved after its transfor-
mation to a single-objective optimization problem. Specifically, economic cost is selected
as a primary objective for optimization, while power consumption is used as an additional
problem constraint through the definition of an upper limit for its allowed values. The
limit on power consumption is not constant for all problem instances but depends on device
status (e.g., energy reserves) and context and is calculated, when required, by the mobile
terminal’s power management subsystem. This thesis includes a study on TFAP’s complex-
ity through reduction from the Multiple Knapsack problem with Assignment Restrictions
(MKAR). Since MKAR is NP-hard, TFAP is also NP-hard and approximation algorithms

are required for fast derivation of problem solutions.

A heuristic local search algorithm is introduced towards this direction that is charac-
terized by efficient execution times for a wide set of realistic problem sizes. The quality of
approximation is rather satisfactory and is evaluated through comparison of heuristic and
exact solutions for a large set of randomly generated problem instances. Specifically, the
algorithm’s approximation error in economic cost has an average value below 8.1% for prob-
lems of small to medium size. Regarding the distribution of approximation error, 80% of
these problem instances are solved with approximation error lower than 15%, while 95% of
them are solved with error lower than 35%. Since obtaining exact solutions for large prob-

lem instances is a rather time-consuming procedure, the evaluation of algorithm’s quality
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of solutions against such problems is based on exact solutions of a relaxation of TFAP. The
relaxed problem derives from TFAP by removing the flow integrality constraint, i.e., by
allowing the traffic of each individual flow to be split across two or more radio interfaces.
Its solutions are better or equal to solutions of the original problem and thus the approxi-
mation error is overestimated. Despite this fact, the average approximation error over the
set of solved large problem instances is below 13.1%. With regard to the distribution of
error, 80% of large problems are solved with accuracy higher than 20%, while 90% of them
with higher than 29%.

The merits of optimized traffic flow assignment when applied over a specific time hori-
zon, as well as the associated mobility management overhead has been evaluated through
simulation. The implemented discrete event simulator simulates a three hour operation of
a mobile router serving 5 users and equipped with 2 UMTS and 2 WLAN radio interfaces.
UMTS interfaces have access to 4 bearer services, while each WLAN interface has access
to 10 bearer services. Each user generates video-conference and FTP/HTTP sessions with
arrival rate and duration that follow widely accepted traffic models. The system also simu-
lates the adaptation of the mobile router to changing network and traffic conditions through
iteratively solving TFAP problem instances. Averaged results over 100 simulation execu-
tions show a 7.5% increase of the total economic cost against optimal cost, when applying
the proposed heuristic algorithm. On the other hand, the employment of an alternative al-
gorithm proposed in the literature results to 17% cost increase. The mobility management
overhead due to enforcing TFAP solutions involves an average of 2.2 flow redirections and
1.5 horizontal handovers per minute, that is tolerable given the number of served users.
The economic cost savings combined with the limited mobility management overhead allow

a practical deployment of the proposed heuristic algorithm.

The employment of advanced network selection (or handover decision) or TFAP algo-
rithms cannot be based solely on an end-host infrastructure. The decision mechanisms
require both locally available information (e.g., application traffic requirements, user pref-
erences) and location-based network information that is not practical to be retrieved by the
mobile terminal exclusively through active scanning. The reason is that active scanning
is time consuming and inefficient in terms of energy consumption. Moreover, reliable and
in-time information on resource availability of available access networks may not be pro-
vided by a single network operator, e.g., the home operator of a mobile user. This is due to

its lack of incentives for providing it and consequently letting its clients utilize third-party
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services.

In this thesis a system architecture is proposed for supporting the execution of handover
decisions or TFAP algorithms. The architecture spans multiple administrative domains
and is based on software agents that execute in agent platforms deployed in these domains.
The software agents represent the users, the network operators, a Multi-Access Provider
(MAP) and the regulatory authority. MAP is a business entity that maintains roaming
agreements with network operators and enables user utilization of their services through
a single subscription. Moreover, MAP provides AAA, billing and inter-domain mobility
management support. The regulator enhances user trust by monitoring the behavior of the
operators and intervening when required. In the proposed approach, handover or traffic flow
assignment decisions (in single-homed or multi-homed hosts respectively) are initiated by
user agents that execute either in the terminal or the network side, depending on the source
of triggering events. Decision making is delegated to software agents that execute in the
network side for saving the terminal’s usually limited power and computational resources.
These agents also employ agent mobility in order to migrate and execute to platforms that
are “closer” in terms of network delay to their corresponding mobile terminals. Thus, mobile
terminal responsiveness to decision triggering events is enhanced. The thesis proposes the
selection of both access and core bearer services during decision making for better adaptation
to user and application requirements. Towards this purpose, a bearer service data model
is presented, as well as a procedure for utilizing bearer service descriptions in handover or

TFAP decision algorithms.

Performance evaluation of the proposed architecture has been performed through a
simulation system implemented in Java and based on the JADE framework for agent-based
applications. The focus of the simulation is twofold: (a) estimation of the latency introduced
to the handover detection period due to agent collaboration, (b) study of the impact of agent
mobility on the proposed system’s performance. Simulation results show a limited overhead,
in the order of 50ms, to the handover detection period that does not severely impact mobile
terminal’s responsiveness to handover triggering events. The study of agent mobility under
different rates of agents, migrating between two agent platforms, identified the agent state
size as a determining performance factor (in addition to agents’ migration rate). Specifically,
the larger the size of the mobile agent’s state, the higher the time required to transfer and
restore its execution state in the target agent platform (migration delay). On the basis of

simulation results, an agent state of 4KB or lower allows high rates of migrating agents
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(120 agents/sec) while keeping agent migration delay lower than lsec. Note that agent
migration does not affect handover execution (it takes place concurrently with it) and user
agent execution in the target platform must be restored in order to enable subsequent
handover decisions. Thus, agent migration delay does not degrade system’s responsiveness

to forthcoming handover triggering events.

5.2 Future Work

Future work will involve extensions to TFAP problem formulation, as well as to the respec-
tive flow assignment algorithm so as to handle special requirements such as: (a) support of
real-time flows with alternative levels of bandwidth requirements, where each level may cor-
respond to a different codec or codec configuration, (b) support of flows that use transport
protocols with Concurrent Multi-path Transfer capabilities and can be distributed to two
or more radio interfaces. Moreover, the proposed traffic flow assignment scheme will be en-
hanced with a decision mechanism for automatically fixing the limit on power consumption
in response to changes in served traffic, minimum energy autonomy preferences, battery
charging level etc. Last but not least, future research will embrace issues related to infer-
ring the application type or QoS requirements of traffic flows in cases that this information
cannot be obtained from the execution environment of the flow assignment algorithm. This
capability is more important for a mobile node that has the role of an Internet gateway in
a personal area or vehicular network.

The future work will also focus on architecture enhancements and evaluation of its
efficiency on the basis of a system prototype embedded in real a wireless networking en-
vironment. Joint resource and handover management performed by agents on network

providers’ platforms for global load balancing will also be studied.
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Appendix A

Implementation details on the
evaluation of the TFAP heuristic

This appendix provides details on a Java implementation of the TFAP heuristic local search
algorithm introduced in Section Moreover, it describes the implementation of the
systems that were used for the TFAP heuristic algorithm evaluation of Section

A.1 Implementation and evaluation of TFAP heuristic

A core part of the TFAP heuristic algorithm implementation is the TFAProblem class that
models a traffic flow assignment problem, as defined in Section[3.2.1] Figure[A.I]presents the
structure of TFAProblem, as well as relationships among the rest of the classes that model
the TFAP problem domain. Specifically, Flow, Bearer and RadioInterface classes
represent the respective concepts introduced in Section A TFAProblem instance

incorporates all flows, bearer services and radio interfaces that define a TFAP instance.

A traffic flow assignment is represented by the state of RadioInterface class in-
stances. The state of a RadioInterface instance comprises (a) a list of Flow instances
that correspond to flows that are served by the radio interface, and (b) a Bearer instance
that represents the bearer service that is associated with it. The associatedBearer
attribute takes its value from a list of bearer services that are compatible with the radio
interface (compatibleBearers attribute). Note that the value of associatedBearer

is null in case that the radio interface is deactivated.
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Figure A.1: Traffic flow assignment domain model.

On the basis of RadioInterface instances’ state, TFAProblem class provides meth-
ods for returning the economic cost and power consumption of its current traffic flow as-

signment.

The design of the TFAP heuristic local search algorithm is illustrated in Figure[A.2] The
algorithm is implemented by HeuristicScheduler class that provides the IScheduler
interface. This interface is also supported by the other flow assignment algorithm implemen-
tations that are used for the evaluation of the proposed algorithm. HeuristicScheduler
uses the factories ConstrHeuristicFactory and ObjFunctionFactory for obtaining
instances of “construction” heuristic algorithms and objective functions, respectively, that
are required for its operation as specified in Section Specifically, FirstFitWRAlgo—
rithm implements Algorithm [ and its variation for constructing a minimum power con-
sumption solution. Moreover, CostOptMinPwrIncrFunction and PwrConsOptMin-
CostIncrFunction instances are used for evaluating alternative problem states on the

basis of functions f and g respectively.
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Figure A.2: TFAP heuristic local search algorithm implementation.
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Figure A.3: HeuristicScheduler dependencies on domain model classes.

Figure depicts the dependencies of HeuristicScheduler on domain classes. As

specified in Section [3.3] the algorithm operates on the state of RadioInterface instances
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of a TFAProblem instance, causing, thus, problem state transitions. The various sorting
operations specified by Algorithms 2, 3 (Section [3.3)) are supported by instances of the
GenericFieldComparator generic class. The class allows declarative definition of com-

parators based on attributes of the class that has been provided as template parameter.
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- cmOptimizationModel
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@ I5cheduler

s'l"‘(’) schedule ( problem : TFAProblem ) : boolean
4% schedule (pwrConsBound : double )
4% reset ( problem : TFAProblem )

Figure A.4: LingoScheduler design.

Exact problem solutions are obtained through LingoScheduler that also implements
the IScheduler interface. LingoScheduler wraps the Lingo 9.0 optimization library
and invokes its operations through Java Native Interface (JNI). A LingoScheduler in-
stance creates the Lingo execution environment and pointers to arrays of double type that
(a) store problem parameters to be passed to Lingo and (b) act as placeholders for problem
solutions. LingoScheduler obtains the solution of a problem instance through a native
method invocation that takes as parameter a script with solver configuration properties and
the path to a Lingo script with the problem formulation. Figure [A-4] presents the design of
LingoScheduler that will be further explained hereafter.

Note that LingoScheduler is required to solve different variations of the TFAP prob-
lem, i.e., TFAP, TFAP); and TFAPp with reference to Section [3:2.2] Each variation is
solved by a different Lingo script and passes different arguments to the Lingo environ-
ment. In order to make the implementation of LingoScheduler more generic, the re-

quirements set by each problem type, in terms of Lingo arguments and solution script,
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Figure A.5: Detailed design of LingoScheduler.

have been encapsulated in implementations of the OptimizationModel interface. Each
instance conforming to that interface is initialized with the TFAProblem instance and
extracts from it the required data to be passed as Lingo arguments. Upon invocation
of the solve method, the OptimizationModel instance uses the LingoScheduler
interface to provide the required arguments to the Lingo environment and trigger its ex-
ecution with an appropriate script with the problem formulation. Figure [A4] depicts the
dependencies of LingoScheduler on OptimizationModel instances. Specifically, it
has references to three instances, t fapOptimizationModel, cmOptimizationModel
and cwOptimizationModel, corresponding to TFAP, TF APy and TFAPp problems
respectively. The tfapOptimizationModel is an instance of MultiRat TFAPModel
class while the other two of the SingleObjMultiRat TFAPModel class (see Figure .

Figure presents the utility classes that were used for generating and solving the
random problem instances required for the evaluation of the heuristic algorithm. Class
TFAPGenerator generates different TFAP problem instances, finds their exact solutions
(through LingoScheduler) for different values of the limit on power consumption and
stores problem definitions and solutions in a data-store. On the other hand, TFAPBatch-
Solver retrieves problem definitions, solves them with a flow assignment algorithm and
stores their solutions in a data-store. Both classes depend on the ProblemGenerator
and ProblemSink interfaces. ProblemGenerator specifies an operation for retrieving
TFAP problem instances. Depending on the implementation, problem instances might
be randomly generated (RandomDiscrTFAPGenerator) or retrieved from a relational

database (ProblemManager). The interface ProblemSink defines operations for storing
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Figure A.6: Problem generation and solving utilities.

TFAP problem definitions and their solutions to a datastore. The ProblemManager im-
plementation stores them to a relational database while StdOutProblemSink justs prints
them to the standard output for debugging purposes. During the random problem genera-
tion process, ProblemGenerator and ProblemSink interfaces of TFAPGenerator are
bound to RandomDiscrTFAPGenerator and ProblemManager classes respectively. On
the other hand, during batch solving of the generated problem instances with a heuristic
algorithm the aforementioned interfaces are both bound to ProblemManager. With re-
gard to the IScheduler interface, it is bound to either one of HeuristicScheduler

and UtilityScheduler classes (see Figure [A.7]).

Figure[A7] presents the different types of flow assignment algorithms used for evaluation
of the proposed TFAP heuristic. Class UtilityScheduler implements the utility-based
flow assignment algorithm described in Section and initially proposed in [NVAGDOS].
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Figure A.7: Flow assignment algorithm implementations used in the evaluation.

A.2 TFAP heuristic evaluation through simulation

In this section a description of the implementation of the simulation system used for the
evaluation of Section [3.4.2] will be provided. The top level components of the simula-
tor are represented by CompositeEventSource, DecisionEngine and MobileHost
classes. A MobileHost instance, that represents the simulated mobile router/host, is
created upon each simulation execution. This instance creates and configures one in-
stance from each one of CompositeEventSource, DecisionEngine and controls the
progress of the simulation. Specifically, MobileHost retrieves sequentially events from the
CompositeEventSource and passes them to the DecisionEngine in order to be pro-

cessed. Figure presents the structure of MobileHost and DecisionEngine classes.

The DecisionEngine holds an instance of TFAProblem (problem) that represents
the current flow assignment status throughout the simulation duration. DecisionEngine
updates problem state on the basis of event arrivals. The types of events that receives

from its execution context are network and flow related events that are instances of the
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Figure A.8: Top level design of the simulator.

NetworkEvent and FlowEvent classes respectively. Network event types correspond to
(a) discovery of a new (b) unavailability of a RAN and (c) change to the status of an
available RAN. On the other hand, flow events correspond to arrival or termination of a set
of traffic flows. Depending on the type of a NetworkEvent or FlowEvent instance that

DecisionEngine processes, certain operations are applied to its problem attribute:

- network discovery — append the bearer services included in the NetworkEvent

instance to the available bearers of problem,

- network unavailability — remove the bearer services corresponding to the RAN that

the NetworkEvent refers to from the problem’s state,

- network status change — remove from problem the bearer services corresponding to
the RAN that the NetworkEvent refers to and append the bearers included in the

event instance,

- flow arrival — append the flows included in the FlowEvent instance to the available

flows of problem,

- flow termination — remove the flows included in the FlowEvent instance from the

problem’s state.
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The change to the problem’s state due to the arrival of an event is followed by the
execution of the heuristic (either one of HeuristicScheduler or UtilityScheduler)
and the exact (LingoScheduler) flow assignment algorithms. The algorithms use the
problem instance as input data and their execution results to probably different flow
assignments. The economic cost and power consumption of each assignment is used to
update the total cost and power consumption of each approach for the time duration until

the arrival of the next event.

Q AbstractNetwaork Q RDBEventSource

sinterfaces

~ eventSources =] EventSource

= CompositeEventSource

* ﬁ?} nextEvent ()
§2 getMextEventirrivalTime ()

Q AbstractEvent * Q SimpleEventSource

- events

Figure A.9: Classes implementing event sources.

The CompositeEventSource comprises a set of event sources that implement the
EventSource interface (see Figure . The interface specifies an event queue that is
manipulated through the nextEvent operation. The latter removes an event from the
queue, while getNextEventArrivalTime operation returns the timestamp that cor-
responds to the arrival of the next event. CompositeEventSource manages multiple
EventSource instances by peeking each time an event from the source with the smallest
arrival time. The AbstractNetwork implementation of EventSource corresponds to
a simulated RAN and generates NetworkEvent instances. The SimpleEventSource

implements a simple event queue that does not generate events but instead is initialized
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upon its creation with a set of events. This event source is used to feed the simulator with
flow events. A typical runtime configuration of CompositeEventSource comprises one

instance of SimpleEventSource and multiple instances of AbstractNetwork.

Q FlowEvent - simulatedFlow Q SimulatedFlow Q Flow

1.4

create

Q TrafficPattern
- trafficPatterns
§2 nextFlow ()
" 3 getWaitingTime ()
2 TrafficPattern ()

Q FlowEventGenerator

1 - eventQueue

= SimpleEventSource = HTTPTrafficPattern I FTPTrafficPattern E] VideoVoiceTrafficPattern

El HTTPONOffTrafficPattern El FTPOnOffTrafficPattern

Figure A.10: Flow event generation infrastructure.

Figure illustrates the design of FlowEventGenerator class that is responsible
for initialization of a SimpleEventSource instance with all flow events that will be used
in a simulation. The FlowEventGenerator is initialized with a set of TrafficPattern
instances that generate the simulated traffic flows. Each simulated traffic flow is character-
ized by QoS class, bandwidth and duration attributes. The TrafficPattern’s nextFlow
operation returns a set of 1, 2 or 4 flows depending on the TrafficPattern implementa-
tion. Specifically, non real-time traffic patterns always return a single flow, while instances
of VideoVoiceTrafficPattern return 2 or 4 flows depending on whether they are con-
figured to generate VolP or video-conference sessions. The getWaitingTime operation
returns the time interval in ms until the arrival of the next flow. Each TrafficPattern
instance models the activity of a single user with respect to a certain type of service, e.g.,

web browsing, ftp transfers, video/voice calls and so on.

The FlowEventGenerator processes sequentially each TrafficPattern instance
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for a total simulated time equal to the simulation duration that is given as system param-
eter. Each call to nextFlow is followed by the creation of a pair of flow arrival and flow
termination events that concern the generated flow(s). The listing below describes in Java

the generation of events due to the processing of a single TrafficPattern instance:

Listing A.1: Flow event generation from a single TrafficPattern

protected List<FlowEvent> generateEventsForTrafficPattern(TrafficPattern tp,

long duration) {

// Simulation duration in milliseconds

long durationMillis = 1000 % duration;
long currentTime = 0;
ArrayList<FlowEvent> eventList = new ArrayList<FlowEvent>();

FlowEvent startEvent, stopEvent;
List<SimulatedFlow> flows = null;

SimulatedFlow f£f;

// update current time with waiting time till first flow arrival
currentTime += tp.getWaitingTime ();
while (currentTime < durationMillis) {

// get the newly arrived flows

flows = tp.nextFlow();

// create the flow start event
startEvent = new FlowEvent (currentTime, flows, EVENT_TYPE.FLOW_START, tp.
getId());

eventList.add(startEvent);

f = flows.get (0);
// update current time with flow duration

currentTime += f.getDuration();

// create the flow termination event

stopEvent = new FlowEvent (currentTime, flows, EVENT_TYPE.FLOW_TERM, tp.
getId());

eventList.add (stopEvent) ;

// update current time with the waiting time until next flow

currentTime += tp.getWaitingTime ();
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return eventList;
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Figure A.11: Network events’ source design.

Finally, Figure presents the design of MarkovChainTransitionNetwork class

that implements a simulated RAN used in the simulation system.

A.3 TFAP problem formulation in Lingo

This section includes the Integer Linear Programming (ILP) formulation of the TFAP prob-
lem expressed in the syntax of the Lingo environment for solving optimization problems.
The script included in the following listing is wrapped by Mult iRat TFAPModel instances
used by the LingoScheduler for producing exact solutions of TFAP instances. The ex-
planatory comments related to this script are included in the listing as Lingo comments
(beginning with “I”). Moreover, assignment statements that have a “QPOINTER(X)” ex-
pression on the right side of the assignment operator correspond to variable initializations
with script input data. On the other hand, statements with a “QPOINTER(X)” expression
on the left side of the assignment operator correspond to returned values by the script to

its calling context.

Listing A.2: TFAP ILP formulation in Lingo

MODEL:
DATA :
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! Input data ;

BOUND = @POINTER(1l); ! Limit on power consumption
NUM_IFS = @POINTER(2); ! Number of radio interfaces
NUM_BEARERS = @POINTER(3); ! Number of bearer services
NUM_FLOWS = @POINTER(4); ! Number of traffic flows
ENDDATA

SETS:

! Input data regarding bearer services are sorted by compatibility ;
! with radio interfaces, i.e., first the elements of B_1, then of ;
! B_2, and last of B_m ;

! The following set defines the start and end index of each ;

! subset B_1, B_2, ... B_m in the set of bearer services ;

RI_TO_BEARER_MAP /1.. NUM_IFS/ :FROM, TO;

! Radio interfaces ;
INTERFACE / 1..NUM_IFS / ;
! Bearer services and their attributes ;
NETWORK /1..NUM_BEARERS / : UP_BW, DOWN_BW, DELAY, COST, POWER_CONS_IDLE,
POWER_CONS_TR, POWER_CONS_RCV;
! Flows and their attributes. Direction value of 1 denotes ;
! an upstream flow, while a value of 0 a downstream one;

FLOW /1..NUM_FLOWS / : DIRECTION, MAX_ DELAY, BANDWIDTH;

! Valid combinations of interfaces and bearer services. Each ;
! combination is characterized by a binary variable Y ;
NETWORK_SELECTION_ALT (INTERFACE,NETWORK) | &2 #LE# TO(&1l) #AND# &2 #GE#
FROM (&1) :Y;
! Combinations of bearer services and flows. Each combination ;
!is characterized by a binary variable X ;
FLOW_ASSIGNMENT (NETWORK_SELECTION_ALT, FLOW) :X;
ENDSETS

W_R = QSUM(FLOW_ASSIGNMENT (I,J,Z) :POWER_CONS_RCV (J) *X (I, J,Z)* (1 — DIRECTION (Z
) ) *BANDWIDTH (Z) ) ;

W_T = QSUM(FLOW_ASSIGNMENT (I,J,Z) :POWER_CONS_TR(J) *X (I, J, Z) *DIRECTION (Z) %
BANDWIDTH (Z)) ;

W_I = Q@SUM(NETWORK_SELECTION_ALT (I, J) :POWER_CONS_IDLE (J)*Y (I, J));
! Calculation of the economic cost of a flow assignment ;

C_M = @SUM(FLOW_ASSIGNMENT (I,J,Z) :COST(J)*X(I,J,Z)*BANDWIDTH(Z));
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! Calculation of the power consumption of a flow assignment ;

CW=WR+WT+ W.I;

! Objective is the minimization of C_M that as specified above ;

[OBJECTIVE] MIN = C_M;

! Problem constraints are described below ;
! Constraint on power consumption ;

C_W - BOUND <= 0;

! Association of each radio interface with at most one bearer;

QFOR (INTERFACE (I) : @SUM (NETWORK_SELECTION_ALT (I, J) :Y(I,J))<=1);

! Assignment of each flow to at most one radio interface ;

QFOR (FLOW (Z) : @SUM (FLOW_ASSIGNMENT (I,J,Z) :X(I,J,2))=1);

! Uplink capacity of used bearer services must not be violated;
@FOR (NETWORK_SELECTION_ALT (I, J) :@SUM(FLOW(Z) : BANDWIDTH (Z) *X (I, J, Z) *xDIRECTION (
Z)) — UP_BW(J)=*Y(I,J) <= 0);

! Downlink capacity of used bearer services must not be violated;
@FOR (NETWORK_SELECTION_ALT (I, J) : @SUM (FLOW (Z) : BANDWIDTH (Z) *X (I, J, 2) * (1—
DIRECTION(Z))) - DOWN_BW(J)*Y(I,J) <= 0);

! Flows’ maximum delay requirements must be met by serving bearer;
Q@FOR (FLOW (Z) : @SUM (FLOW_ASSIGNMENT (I,J,Z) :DELAY (J) *X(I,J,Z)) - MAX_DELAY (Z)<=
0);

! Binary X variables;

QFOR (FLOW_ASSIGNMENT (I,J,2) :@BIN(X(I,J,Z)));

! Binary Y variables;

@FOR (NETWORK_SELECTION_ALT (I, J) :@BIN(Y (I, J)));

DATA:

! Input data (continued from the beggining of the script)

! Arrays of attribute wvalues for all bearer services;

POWER_CONS_IDLE = @POINTER(5); ! Base power consumption ;

POWER_CONS_TR = Q@POINTER(6); ! Power consumption due to data transmission;
POWER_CONS_RCV = @POINTER(7);! Power consumption due to data reception;
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UP_BW = @POINTER(8); ! Uplink bandwidth capacity;
DOWN_BW = @POINTER(9); ! Downlink bandwidth capacity;
DELAY = @POINTER(10); ! Maximum packet access delay;
COST = @POINTER(11); ! Economic cost;

! Arrays of attributes for all flows;

DIRECTION = Q@POINTER(12); ! Flow direction;

MAX_DELAY = QPOINTER(13); ! Maximum delay;

BANDWIDTH = @POINTER(14); ! Required bandwidth capacity;

! Starting indices of sets B_1, B_2, ... B_m in the input ;

! arrays of bearer services attributes;
FROM = @POINTER(15);
! Ending indices of the aforementioned sets ;

TO = @POINTER(16);

! OQutput data

! Values of Y variables ;

@POINTER(17) = Y;

! Values of X variables ;

@POINTER(18) = X;

! Objective value (minimum economic cost) ;
@QPOINTER (19) = OBJECTIVE;

! Corresponding power consumption of solution;
@POINTER (20) = C_W;

! Problem solution status (feasible or not) ;
@POINTER (21) = QSTATUS();

ENDDATA

END




Appendix B

Agent-based architecture

evaluation

B.1 Simulation system implementation on JADE

This section presents design and implementation details of the simulation system used in
evaluating the agent-based approach to handover decision support. The system is imple-
mented in Java and based on [jad10a]. JADE implements an agent platform that
conforms to IEEE FIPA specifications [FIP10] and also provides a software infrastructure
for developing agent-based applications. The JADE agent platform instantiates a container
for execution of agent implementations and may be distributed across multiple Java Virtual
Machines (JVMs) executing in the same or multiple hosts (even in mobile hosts). Any ob-
ject inheriting from jade.core.Agent class is a software agent and, thus, may be hosted

for execution in the JADE container.

The diagrams that follow illustrate the design of the agents specified in Section [4.3.3]
The classes presented with their full qualified name belong to the JADE framework, while
the rest of them have been implemented for the requirements of this thesis. The software
agents that constitute the proposed architecture inherit indirectly from jade.core.Agent
class through BaseAgent. The latter includes member variables common to all agents of
the architecture, as well as utility methods required by them. Figure presents the design
of both BaseAgent and PAgent. BaseAgent incorporates an instance of the ontology

that defines the vocabulary of the problem domain (HOOntology). The HOOntology
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instance incorporates references to all classes that define the concepts, actions and pred-
icates of the simulation system’s problem domain. The definition of these classes is part
of the system implementation and they realize respectively the Concept, AgentAction
and Predicate interfaces that are defined in the jade.content package of the JADE
framework. The Codec attribute represents an instance of a codec for conversion between
object and string representations of information. The string representations follow the syn-
tax of the FIPA-SL [FIP02d] content language and are assigned as values to the content
slot of ACL messages. The validity of information during conversion is checked by the
Ontology instance. The Codec and Ontology attributes of an agent are registered to a
jade.content.ContentManager instance that is provided to each agent by the JADE
container. The ContentManager provides an interface to agents for filling the content

slot of ACL messages through object representations of the content and vice versa.

% JADE:;jade::core:Agent

@ JADE:jade:corexbehaviours:CyclicBehaviour
@ JADE:jade::content:lang:Codec 1 Q BaseAgent

# codec

1

Q HOOntology # ontology

Q PAgent ~ sessionGenerator Q TrafficGenerationBehaviour

1

HH JADE:jade::content:onto:Ontology

Q NetworkSelectionSubscriber & Q JADE:;jade::proto:SubscriptionInitiator

Figure B.1: P-agent design.

P-agent’s domain dependent functionality is implemented by TrafficGeneration—
Behaviour and NetworkSelectionSubscriber classes that both inherit indirectly
from jade.core.behaviours.Behaviour class (Figure [B.1). Other classes that also
inherit from Behaviour are presented with dark grey shading in the figures of this section.

The execution model of JADE agents is based on behaviours, i.e., non preemptive tasks that
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are scheduled and sequentially executed while the agent is active in the JADE platform.
FEach behaviour implementation has an action method that includes the task functionality.
Once a Behaviour instance has been executed, it is either discarded or re-scheduled for
execution.

The TrafficGenerationBehaviour is executed iteratively and is responsible for
simulating the random arrival of VoIP sessions. Each session arrival is announced to AF-
agent with an ACL message (RE(Q message of Section and the handover decision
mechanism is triggered. The NetworkSelectionSubscriber behaviour implements the
initiator role of the FIPA Subscribe interaction protocol [FTP02e] and is used for subscribing
to results of handover decisions performed by the P-agent’s corresponding AF-agent. The
behaviour is executed after a handover to a new network and the subscription has as target
(participant role [FIP02¢]) the NP-agent. The reason is that handover decision notification
messages generated by AF-agents (RE'S messages of Section are forwarded to NP-agent
that is then responsible for informing P-agents. NP-agent introduces to each message the

network’s current packet transfer delay that is required for simulation results and is logged

by P-agent.

= BaseAgent | JADE:jade::proto:SubscriptionInitiator

Q MetSelectionSubModule

1
~ modMetSelection
| GenericSubscriptionManager 1 | AFAgent ! NetworkInfoSubscriber
~ subscriptionManager
1
=subscriptionRespander
% JADE:jade::proto::SubscriptionResponder Q EstablishSessionReceiver Q TrafficSessionInitiator
% JADE:jade:proto:states:MsgReceiver % JADE:jade:proto:AchieveREInitiator

Figure B.2: AF-agent design.

Figure presents the design of AF-agent. The tasks that are performed by this agent
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are also Behaviour instances:

- NetworkInfoSubscriber that initiates a subscription to NM-agent for network
availability and status information and handles the respective notifications. Each no-
tification triggers handover decision in case that a certain threshold of QoS degrada-
tion is surpassed. The behaviour implements the initiator role of the FIPA Subscribe

interaction protocol.

- TrafficSessionInitiator that requests the simulation of a VoIP flow to NP-
agent and waits its completion. The behaviour is scheduled upon receiving the REQ
message from P-agent and implements the initiator role of the FIPA Request inter-

action protocol [FIP02c].

- EstablishSessionReceiver that is a permanently active behaviour for handling
VoIP session establishment requests from P-agent. The behaviour schedules for exe-

cution a TrafficSessionInitiator instance upon each request.

- SubscriptionResponder that is part of the JADE framework and implements the
participant role of the FIPA Subscribe interaction protocol. The behaviour notifies

subscribers for network selection events.

The content of each notification sent to subscribers is managed by the Generic-
SubscriptionManager that implements the SubscriptionManager interface (Fi-
gure . SubscriptionResponder opens and closes subscriptions on the basis of
messages received by initiators. Moreover, it maintains a list of all active subscriptions rep-
resented as instances of Subscription class. The agent that executes a Subscription—
Responder instance has access to Subscription objects and can notify any subscriber by
calling the not i fy method of the respective subscription. The GenericSubscription-
Manager manages the types of subscriptions that can be processed by an agent. The
various subscription types correspond to different predicates (queries) that the subscribers
are interested to, and are represented as instances of the SubscriptionModule interface.
Each SubscriptionModule instance is kept up to date by the agent with all required
information and returns through appropriate methods (a) an ACL message with the cur-
rent content of the notification, (b) a list of all Subscription objects that are relevant to

its predicate. These methods are used by the GenericSubscriptionManager that is
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wstatics
SubscriptionManager = GenericSubscriptionManager

3 register (5 : Subscription ) : boolean
4§ deregister (5 : Subscription ) : boolean

*

% JADE:;jade:proto:SubscriptionResponder - subscriptionModules
sinterfaces
@ SubscriptionModule
£ postDeregister ()
o P 9

3 sendRegistrationMotification ()
3 preRegister ()

Q NetSelectionSubModule % addSubscriptian ()

Q GenericSubscriptionModule
Q NetworkInfoSubModule

Figure B.3: SubscriptionManager detailed design.

also responsible for adding/removing subscriptions to instances of SubscriptionModule
through callbacks from SubscriptionResponder.

The GenericSubscriptionManager exposes a simple interface towards its agent for
notifying subscribers. Specifically, the sendNotifications method handles the notifi-
cation of all subscribers that are interested for a certain predicate (subscription type). This
predicate is passed as a string argument to the method and determines the Subscription-
Module instance that the manager will use for generating notifications. After selecting the
appropriate subscription module, the manager receives from it the notification message and
the list of active subscriptions and calls the notify method of each Subscription ob-
ject. This method uses the SubscriptionResponder interface to send an appropriate
notification to the corresponding subscriber.

AF-agent uses the NetSelectionSubModule subscription module for generating no-
tifications on its handover decisions. Whenever, AF-agent selects a new network it notifies
its subscribers on the selected target network. The subscriber for such notifications is the
NP-agent of the AF-agent’s current platform that forwards this notifications to the corre-
sponding P-agent.

The types of behaviours that are executed by NM-agent are depicted in Figure B.4}

- NetworkInfoSubscriber that subscribes to NP-agents for information related to
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= NetworkInfoSubscriptionManager
~ subscriptionManager 1
| JADE:;jade::proto:SubscriptionResponder | NMAgent = NetworkInfoSubscriber

Q BootstrapBehaviour % JADE:jade:protozstates:MsgReceiver

Figure B.4: NM-agent design.

the availability and status of their bearer services. The behaviour implements the

initiator role of the FIPA Subscribe interaction protocol.

- SubscriptionResponder that notifies AF-agent subscribers on the availability and

status of networks they are interested to. The behaviour implements the participant

role of the FIPA Subscribe interaction protocol.

- BootStrapBehaviour that is executed once upon simulation startup and NM-agent

instantiation. The behaviour schedules a NetworkInfoSubscriber instance for
each NP-agent that corresponds to a network that overlaps with the current network’s

coverage area.

The NP-agent is a key part of the simulation system and incorporates behaviours for

interacting with all other agent types. The types of behaviours scheduled in an NP-agent

instance are:

- SimulatorBehaviour that simulates the duration of VoIP sessions established by

P-agents. Moreover, on the basis of active sessions it estimates the network’s packet

transfer delay.

- SessionCompleteNotifier that is scheduled for execution once a session sim-

ulated by the SimulatorBehaviour has completed. The behaviour informs AF-

agent on this fact.
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@ JADE:jade:corexbehaviours:SimpleBehaviour % JADE:jade::core:behaviours:OneShot Behaviour

Q PeriodicBehaviour Q SimulatorBehaviour Q SessionCompleteNotifier

- — = GenericSubscriptionManager
~ sessionComplNotifier

- simulatorBehaviour, 4 4

- subscriptionManager
1

@ JADE:jade:protoz:states:MsgReceiver

- modNetSelection Q NetSelectionSubModule
Q NPAgent
1
-modMetworkInfo
Q EstablishSessionReceiver
1 Q NetworkInfoSubModule
Q ContextTransferResponder Q PrepareHandoffInitiator
@ JADE:;jadez:prote::AchieveREResponder @ JADE::jade::proto:AchieveREInitiator

Figure B.5: NP-agent design.

- EstablishSessionReceiver that handles session establishment requests by AF-

agents and schedules them for simulation.

- PrepareHandoffInitiator that is scheduled whenever the NP-agent receives
from an AF-agent a network selection notification. The behaviour implements the
initiator role of the FIPA Request interaction protocol and initiates a context transfer
with the NP-agent that is the target for handover execution. The context information

includes the session that will be transferred and simulated by the new NP-agent.

- ContextTransferResponder that implements the participant role of the FIPA Re-
quest interaction protocol and handles requests generated by the behaviour Prepare—

HandoffInitiator.
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The subscription types that are handled by NP-agent are implemented by classes Net -
SelectionSubModule and NetworkInfoSubModule. The first generates network se-
lection notifications for P-agents while the latter generates network information notifications

for NM-agents.

% TestSuite:test:common:TesterAgent % TestSui TSD.
est t::com mon::r t:

@ TestSuite:test:common:TestGroup

=
Q BaseTesterAgent

=interfaces
TestSui tzcommon:r

Z4’%IamehJadeInstance ()

§2 getladelnstanceAddresses ()
ﬁ‘égeUadeIn;tanceContamerName ()
42 killadeInstance ()

3 getladelnstanceld ()

= SimulationTesterAgent = BaseTestGroup

«instantiate»
=
wlsen

% TestSuite:test::common:Test Q SimulationTest L] TestSuite:test:com monzTestUtility

&5 load ()

Figure B.6: Infrastructure for launching simulation executions.

The automatic launching of the agent platforms that constitute the simulation system,
as well as the instantiation of the various agent types has been implemented on the basis
of JADE Test Suite framework [jad10b]. Each simulation scenario has been implemented
as a test.common.Test instance that is executed by the framework. With regard to the
deployment of the simulation system components, the workstation that executes the client
platform also executes the test suite framework. The workstations that host the server
platforms execute an rmiregistry instance with a registered instance of TSDaemon that

implements the RemoteManager interface for remote management of agent platforms.

B.2 Agent mobility overhead evaluation

The agent mobility evaluation simulation has also been implemented as a descendant of
test.common.Test class and executed through the JADE Test Suite framework. Fi-
gure [B.7] depicts the design of the agent used during evaluation of performance implications
related to agent mobility. The MobileAgent has a single behaviour that periodically
triggers agent inter-platform migration. The inter-platform migration is supported by the

Inter-Platform Mobility Service (IPMS) that is implemented as a JADE add-on [Dep10].
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# migrationBehaviour

= MobileAgent = MigrationBehaviour

1

Q BaseAgent Q PeriodicBehaviour

% JADE:jade:corexbehaviours:SimpleBehaviour

Figure B.7: Software agent used for evaluation of agent mobility overhead.
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