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PerÐlhyh

H diatrib  stoqeÔei sth beltistopoÐhsh thc sundesimìthtac enìc kinhtoÔ termatikoÔ se èna

eterogenèc perib�llon asÔrmathc diktuak c prìsbashc. To diktuakì autì perib�llon, pou

sun jwc anafèretai wc 4G, qarakthrÐzetai apì pollapl� dÐktua asÔrmathc prìsbashc, pi-

janì diaforetik c teqnologÐac, pou diasundèontai kai dialeitourgoÔn mèsw miac IP diktuak c

upodom c. Sta plaÐsia thc diatrib c gÐnetai melèth tou probl matoc thc katanom c twn ro-

¸n kÐnhshc enìc asÔrmatou stajmoÔ pou diajètei dunatìthta tautìqronhc qr shc pollapl¸n

diktuak¸n diepaf¸n (multi-homed). Epiplèon, gÐnetai prodiagraf  thc arqitektonik c kai me-

lèth thc epÐdoshc enìc sust matoc gia thn upost rixh thc ektèleshc algorÐjmwn katanom c

ro¸n kÐnhshc   sunaf¸n mhqanism¸n apìfashc, ìpwc h epilog  diktÔou prìsbashc.

To prìblhma thc katanom c ro¸n kÐnhshc (traffic flow assignment problem- TFAP) apo-

teleÐ prosarmog  gia multi-homed stajmoÔc tou probl matoc epilog c diktÔou prìsbashc.

H epilog  diktÔou prìsbashc apoteleÐ tm ma tou mhqanismoÔ diaqeÐrishc diapomp¸n enìc ki-

nhtoÔ termatikoÔ kai stoqeÔei sthn epilog  tou kalÔterou shmeÐou kai uphresÐac asÔrmathc

prìsbashc gia thn diat rhsh thc sundesimìtht�c tou. Se èna eterogenèc perib�llon asÔr-

mathc prìsbashc, to eÔroc twn enallaktik¸n epilog¸n epitrèpei sto mhqanismì epilog c

diktÔou thn exuphrèthsh epiprìsjetwn stìqwn tou qr sth pèran thc diat rhshc sundesimì-

thtac, p.q. exoikonìmhsh qrhm�twn kai enèrgeiac. Epiplèon, h epilog  diktÔou prìsbashc se

èna multi-homed stajmì (termatikì   kinhtì dromologht ) proôpojètei apof�seic sqetik�

me thn epilog  twn diktuak¸n diepaf¸n pou ja prèpei na energopoihjoÔn kaj¸c kai thn ka-

tanom  twn ro¸n kÐnhshc se autèc. Sunep¸c, to prìblhma epilog c diktÔou sto plaÐsio autì

sunÐstatai apì trÐa upo-probl mata: (a) epilog  diktuak¸n diepaf¸n proc energopoÐhsh, (b)

epilog  uphresi¸n prìsbashc gia tic energèc diktuakèc diepafèc, (g) katanom  twn ro¸n

kÐnhshc stic energèc diktuakèc diepafèc.

H diatrib  qeirÐzetai, sto Kef�laio 3, ta trÐa upì-probl mata me eniaÐo trìpo mèsw
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thc diatÔpwshc tou probl matoc katanom c ro¸n kÐnhshc (traffic flow assignment problem-

TFAP). To prìblhma stoqeÔei sthn katanom  twn ro¸n kÐnhshc (eiserqomènwn   exerqomè-

nwn) twn efarmog¸n se kat�llhlec diktuakèc diepafèc kai uphresÐec metafor�c dedomènwn

me trìpo pou na exasfalÐzei ton kalÔtero sunduasmì oikonomikoÔ kìstouc kai katan�lwshc

enèrgeiac. To oikonomikì kìstoc anafèretai sto kìstoc qr shc twn diktÔwn, en¸ h katan�-

lwsh enèrgeiac ofeÐletai sth leitourgÐa twn energ¸n diktuak¸n diepaf¸n. To antist�jmisma

pou up�rqei metaxÔ twn duo paragìntwn kìstouc basÐzetai stic ex c paradoqèc: (a) dia-

jesimìthta uphresi¸n metafor�c dedomènwn sugkrÐsimou kìstouc stic di�forec diktuakèc

diepafèc kai (b) Ôparxh susqètishc metaxÔ kìstouc qr shc kai prosferìmenhc qwrhtikìth-

tac apì tic di�forec uphresÐec. B�sei twn parap�nw paradoq¸n kai dedomènou ìti o fìrtoc

kÐnhshc tou termatikoÔ den mporeÐ na exuphrethjeÐ apokleistik� apì mia diktuak  diepaf 

(lìgw periorism¸n qwrhtikìthtac   poiìthtac uphresÐac), h elaqistopoÐhsh tou oikonomikoÔ

kìstouc perilamb�nei thn katanom  thc kÐnhshc se diktuakèc diepafèc me prìsbash stic fjh-

nìterec uphresÐec metafor�c dedomènwn. AntÐstoiqa, h elaqistopoÐhsh thc katanaliskìmenhc

isqÔoc apaiteÐ thn energopoÐhsh tou mikrìterou dunatoÔ arijmoÔ diktuak¸n diepaf¸n, mèsw

thc qr shc uphresi¸n uyhl c qwrhtikìthtac kai sun jwc uyhlìterou kìstouc.

H proteinìmenh sth diatrib  majhmatik  diatÔpwsh tou TFAP katal gei se èna prìblhma

sunduastik c beltistopoÐhshc dÔo stìqwn. Gia thn epÐlush tou probl matoc gÐnetai arqi-

k� metatrop  tou se prìblhma beltistopoÐhshc enìc stìqou. Sugkekrimèna, to oikonomikì

kìstoc epilègetai wc basikìc stìqoc proc beltistopoÐhsh, en¸ h katan�lwsh enèrgeiac pro-

stÐjetai san epiplèon periorismìc tou probl matoc mèsw tou orismoÔ enìc �nw orÐou gia tic

epitrepìmenec timèc tou. To sugkekrimèno �nw ìrio den eÐnai stajerì gia ìla ta stigmiìtupa

tou TFAP, all� exart�tai apì thn kat�stash thc kinht c suskeu c (pq., epÐpedo fìrtishc

thc mpatarÐac), to perib�llon leitourgÐac thc kai upologÐzetai apì to uposÔsthma diaqeÐri-

shc enèrgeiac thc suskeu c. Sta plaÐsia thc diatrib c gÐnetai melèth thc poluplokìthtac

epÐlushc tou TFAP mèsw anagwg c apì to prìblhma Pollapl¸n SakidÐwn me PeriorismoÔc

An�jeshc (Multiple Knapsack Problem with Assignment Restrictions- MKAR). Kaj¸c to

MKAR eÐnai NP-Hard, to TFAP èqei antÐstoiqh poluplokìthta kai, sunep¸c, apaitoÔntai

proseggistikoÐ algìrijmoi gia thn gr gorh paragwg  lÔse¸n tou.

Gia to skopì autì, gÐnetai sqediasmìc enìc euretikoÔ algorÐjmou basismènou se topik 

anaz thsh. O algìrijmoc qarakthrÐzetai apì apodotikoÔc qrìnouc ektèleshc gia èna eurÔ

f�sma problhm�twn realistikoÔ megèjouc. H poiìthta thc prosèggishc twn pragmatik¸n

lÔsewn krÐnetai ikanopoihtik  mèsw axiolìghshc pou basÐsthke sth sÔgkrish euretik¸n kai
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pragmatik¸n lÔsewn gia èna meg�lo sÔnolo tuqaÐa paragomènwn problhm�twn. Sugkekrimè-

na, to sf�lma prosèggishc tou algorÐjmou ìson afor� to oikonomikì kìstoc den xepern�

kat� mèso ìro to 8,1% gia probl mata mikroÔ kai mesaÐou megèjouc. 'Oson afor� thn kata-

nom  tou sf�lmatoc prosèggishc, to 80% twn parap�nw problhm�twn epilÔjhkan me sf�lma

mikrìtero tou 15% en¸ to 95% aut¸n me sf�lma mikrìtero tou 35%. Kaj¸c h paragwg 

pragmatik¸n lÔsewn gia meg�la probl mata apoteleÐ qronobìra diadikasÐa, h axiolìghsh thc

poiìthtac lÔsewn tou algorÐjmou gia tètoiou eÐdouc probl mata basÐsthke stic lÔseic miac

qalarwmènhc ekdoq c tou TFAP. To qalarwmèno prìblhma prokÔptei apì to TFAP mèsw thc

afaÐreshc tou periorismoÔ akeraiìthtac wc pro thn katanom  twn ro¸n, dhlad  epitrèpontac

thn di�spash thc kÐnhshc memonwmènwn ro¸n se dÔo   perissìterec diktuakèc diepafèc. Oi

lÔseic tou qalarwmènou probl matoc eÐnai ìmoiec   kalÔterec twn antÐstoiqwn tou arqikoÔ

probl matoc. Sunep¸c, to sf�lma prosèggishc eÐnai uperektimhmèno. Par� to gegonìc autì,

to mèso sf�lma prosèggishc kat� thn epÐlush problhm�twn meg�lou megèjouc den xepern�

to 13,1%. 'Oson afor� thn katanom  tou sf�lmatoc, to 80% twn meg�lwn problhm�twn

epilÔontai me akrÐbeia megalÔterh tou 20%, en¸ to 90% aut¸n me akrÐbeia megalÔterh tou

29%.

H diapÐstwsh twn wfelei¸n, sto pedÐo tou qrìnou, thc beltistopoihmènhc katanom c

kÐnhshc, kaj¸c kai h ektÐmhsh thc epib�runshc pou prokaleÐtai ìson afor� th diaqeÐrish

kinhtikìthtac, axiolog jhkan sthn paroÔsa diatrib  mèsw prosomoÐwshc. To sÔsthma pro-

somoÐwshc, pou ulopoi jhke gia to skopì autì se Java, eÐnai basismèno sthn paragwg 

kai epexergasÐa tuqaÐwn sumb�ntwn. To sÔsthma prosomoi¸nei thn leitourgÐa enìc kinhtoÔ

dromologht , gia qronik  di�rkeia tri¸n wr¸n, kaj¸c exuphreteÐ 5 qr stec se èna diktuakì

perib�llon pou apoteleÐtai apì 4 UMTS kai 10 WLAN dÐktua. O dromologht c diajètei

prìsbash stic uphresÐec twn parap�nw diktÔwn mèsw 2 UMTS kai 2 WLAN diktuak¸n die-

paf¸n. K�je qr sthc par�gei, sth di�rkeia thc prosomoÐwshc, sunedrÐec thledi�skeyhc kai

metafor�c arqeÐwn mèsw HTTP/FTP sÔmfwna me koin¸c apodekt� montèla kÐnhshc. To

sÔsthma prosomoi¸nei, epÐshc, thn prosarmog  tou kinhtoÔ dromologht  stic diark¸c meta-

ballìmenec sunj kec diktÔou kai apait sewn metafor�c dedomènwn, mèsw thc epanalhptik c

epÐlushc TFAP stigmiotÔpwn. Ta apotelèsmata apì thn ektèlesh 100 prosomoi¸sewn deÐ-

qnoun mia aÔxhsh sto oikonomikì kìstoc Ðsh me 7,5%, kat� mèso ìro, se sqèsh me to bèltisto

sunolikì kìstoc, ìtan qrhsimopoieÐtai o proteinìmenoc euretikìc algìrijmoc. Apì thn �llh

pleur�, h qr sh enìc enallaktikoÔ algorÐjmou, pou èqei protajeÐ sth bibliografÐa, èqei wc

apotèlesma aÔxhsh 17% sto mèso oikonomikì kìstoc se sqèsh me to bèltisto. H epib�runsh
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pou prokÔptei wc proc th diaqeÐrish kinhtikìthtac, lìgw thc prosarmog c thc kat�stashc

tou dromologht  b�sei twn lÔsewn twn TFAP problhm�twn, isoÔtai me 2,2 metakin seic ro¸n

kai 1,5 orizìntiec diapompèc an� leptì kat� mèso ìro. H epib�runsh aut  eÐnai anekt , de-

domènou tou arijmoÔ qrhst¸n pou exuphretoÔntai kai thc wfèleiac apì oikonomik c �poyhc.

Ta apotelèsmata aut� sunteÐnoun sthn praktikìthta efarmog c thc prosèggishc.

H axiopoÐhsh algorÐjmwn èxupnhc epilog c diktÔou   katanom c ro¸n kÐnhshc den mpo-

reÐ na basisteÐ apokleistik� se upodom  egkatesthmènh sta kinht� termatik�. Oi parap�nw

mhqanismoÐ apìfashc apaitoÔn th qr sh plhroforÐac h opoÐa eÐnai diajèsimh, tìso topik�

sta termatik� (pq., apait seic metafor�c dedomènwn, protim seic qrhst¸n), ìso kai gew-

grafik� exart¸menhc plhroforÐac pou afor� th diajesimìthta diktÔwn kai uphresi¸n. H

anaz thsh thc teleutaÐac apokleistik� mèsw anÐqneushc apì tic diktuakèc diepafèc tou ter-

matikoÔ apoteleÐ qronobìra kai energobìra diadikasÐa. Epiplèon, h ègkairh kai axiìpisth

l yh plhroforÐac, sqetik� me th diajesimìthta diktÔwn prìsbashc, apokleistik� apì èna

diktuakì p�roqo gia k�je qr sth (pq., apì ton oikeÐo p�roqì tou), pollèc forèc den eÐnai

efikt . O kÔrio lìgoc eÐnai h èlleiyh kin trwn tou parìqou gia pro¸jhsh twn uphresi¸n

twn antagwnist¸n tou.

Sto Kef�laio 4 thc diatrib c proteÐnetai h arqitektonik  enìc sust matoc gia thn upo-

st rixh thc ektèleshc algorÐjmwn epilog c diktÔou (  diaforetik� apìfashc diapomp c) kai

katanom c ro¸n kÐnhshc. To sÔsthma eÐnai katanemhmèno se pollaplèc diaqeiristikèc perioqèc

kai eÐnai basismèno se pr�ktorec logismikoÔ. Oi pr�ktorec filoxenoÔntai se platfìrmec ektè-

leshc praktìrwn oi opoÐec brÐskontai egkatesthmènec stic di�forec diaqeiristikèc perioqèc.

Oi pr�ktorec logismikoÔ ekproswpoÔn touc qr stec, touc diktuakoÔc parìqouc, èna P�ro-

qo Pollapl c Prìsbashc (Multi-Access Provider-MAP) kai th rujmistik  arq . O MAP

apoteleÐ mia epiqeirhmatik  ontìthta pou diathreÐ sumbìlaia periagwg c me touc diktuakoÔc

parìqouc kai epitrèpei thn prìsbash stic uphresÐec touc mèsw miac eniaÐac sundrom c apì to

qr sth. Epiplèon, o MAP prosfèrei, sta plaÐsia tou sust matoc, uphresÐec diapÐsteushc,

exousiodìthshc kai qrèwshc twn qrhst¸n, kaj¸c kai upost rixhc thc diaqeÐrishc diapomp¸n.

H rujmistik  arq  enisqÔei thn empistosÔnh twn qrhst¸n sto sÔsthma parakolouj¸ntac

th sumperifor� twn diktuak¸n parìqwn kai epembaÐnontac ìtan krÐnetai aparaÐthto. Sthn

proteinìmenh prosèggish, oi apof�seic ektèleshc diapomp c   katanom c ro¸n kÐnhshc ener-

gopoioÔntai apì pr�ktorec, ekpros¸pouc twn qrhst¸n, pou ekteloÔntai sta kinht� termatik�

  sto stajerì dÐktuo, an�loga me thn proèleush twn gegonìtwn energopoÐhshc. H ektèlesh

twn mhqanism¸n apìfashc anatÐjetai se pr�ktorec pou ekteloÔntai sto stajerì dÐktuo, gia
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exoikonìmhsh twn sun jwc periorismènwn energeiak¸n kai upologistik¸n pìrwn twn termati-

k¸n. Oi sugkekrimènoi pr�ktorec èqoun dunatìthta metakÐnhshc kai ektèleshc se platfìrmec

pou brÐskontai pio �kont�� sta termatik�, apì �poyhc diktuak c kajustèrhshc. Me ton trìpo

autì exasfalÐzetai gr gorh prosarmog  tou termatikoÔ sta di�fora gegonìta pou apaitoÔn

thn ektèlesh diapomp¸n se epÐpedo diktuak c diepaf c   ro c kÐnhshc. Sta plaÐsia thc dia-

trib c proteÐnetai h sunduasmènh epilog  uphresi¸n metafor�c dedomènwn pou prosfèrontai

tìso apì dÐktua prìsbashc ìso kai apì dÐktua kormoÔ. Gia to skopì autì proteÐnetai èna

montèlo dedomènwn gia thn perigraf  twn qarakthristik¸n twn uphresi¸n, kaj¸c kai mia

diadikasÐa gia thn axiopoÐhs  touc apì algorÐjmouc TFAP   epilog c diktÔou.

H axiolìghsh thc epÐdoshc thc proteinìmenhc arqitektonik c èqei pragmatopoihjeÐ mèsw

enìc sust matoc prosomoÐwshc pou èqei ulopoihjeÐ se Java me qr sh tou JADE (Java Agent

Development framework) plaisÐou gia thn an�ptuxh efarmog¸n basismènwn se pr�ktorec lo-

gismikoÔ. H prosomoÐwsh èqei duo stìqouc: (a) ektÐmhsh thc kajustèrhshc pou eis�getai

sthn energopoÐhsh thc diapomp c lìgw thc epikoinwnÐac kai sunergasÐac twn praktìrwn tou

sust matoc kai (b) melèth twn epipt¸sewn thc kinhtikìthtac twn praktìrwn sthn apìdosh

tou sust matoc. Ta apotelèsmata thc prosomoÐwshc deÐqnoun mia periorismènh epib�runsh,

thc t�xhc twn 50ms, sto qrìno anÐqneushc thc diapomp c, h opoÐa den epidr� shmantik� sthn

apìkrish tou termatikoÔ se gegonìta energopoÐhshc diapomp c. H melèth thc kinhtikìth-

tac twn praktìrwn, gia di�forouc rujmoÔc kinoumènwn praktìrwn metaxÔ duo platform¸n,

anèdeixe to mègejoc thc kat�stashc dedomènwn tou pr�ktora wc èna shmantikì par�gonta

epÐdoshc (mazÐ me to rujmì metakinoÔmenwn praktìrwn). Sugkekrimèna, ìso megalÔtero to

mègejoc thc kat�stashc tou pr�ktora, tìso megalÔteroc qrìnoc apaiteÐtai gia th metafor�

kai apokat�stash thc kat�stashc ektèles c tou sth nèa platfìrma (kajustèrhsh metakÐ-

nhshc). B�sei twn apotelesm�twn thc prosomoÐwshc, mègejoc 4KB   mikrìtero epitrèpei

uyhloÔc rujmoÔc metakinoÔmenwn praktìrwn (120 pr�ktorec an� deuterìlepto) en¸ exasfa-

lÐzei mèsh kajustèrhsh metakÐnhshc k�tw apì èna deuterìlepto. Ja prèpei na shmeiwjeÐ

ìti h metakÐnhsh tou pr�ktora ekpros¸pou tou qr sth den ephre�zei thn ektèlesh thc dia-

pomp c kaj¸c pragmatopoieÐtai par�llhla me aut . EpÐshc, dedomènou ìti h apokat�stash

thc ektèleshc tou pr�ktora sth nèa platfìrma apaiteÐtai gia energopoÐhsh nèwn apof�se-

wn ektèleshc diapomp c, h kajustèrhsh metakÐnhshc thc t�xhc tou enìc deuterolèptou den

ephre�zei thn apìkrish tou termatikoÔ se nèa gegonìta energopoÐhshc diapomp c.

Anoikt� zht mata pou proèkuyan apì th diatrib  gia peraitèrw diereÔnhsh eÐnai: (a) h
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eisagwg  enìc proseggistikoÔ algorÐjmou me egguhmèno sf�lma prosèggishc gia to prì-

blhma TFAP, (b) h epèktash thc diatÔpwshc tou probl matoc gia thn upost rixh ro¸n me

enallaktikèc apait seic se qwrhtikìthta, kaj¸c kai ro¸n pou mporoÔn na diaspastoÔn se

perissìterec thc miac diktuakèc diepafèc, (g) eisagwg  enìc algorÐjmou kajorismoÔ tou �nw

orÐou sthn katan�lwsh enèrgeiac enìc termatikoÔ dedomènhc thc trèqousac kat�stashc, tou

perib�llontìc tou kai tou profÐl kÐnhshc tou qr sth.
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EuqaristÐec

Ja  jela na euqarist sw ton epiblèpont� mou Anaplhrwt  Kajhght  Manìlh Giakoum�kh

gia thn episthmonik  tou kajod ghsh kat� th di�rkeia ekpìnhshc thc diatrib c kai thn hjik 

tou upost rixh se dÔskolec stigmèc thc poreÐac an�ptuxhc aut c thc doulei�c. Epiplèon, ja

 jela na euqarist sw ton Anaplhrwt  Kajhght  NÐko MaleÔrh kai ton EpÐkouro Kajhght 

Gi¸rgo Xulwmèno, mèlh thc trimeloÔc epitrop c mou, gia tic polÔ qr simec upodeÐxeic touc

sqetik� me thn beltÐwsh thc org�nwshc kai parousÐashc thc diatrib c. Eidikèc euqaristÐec

ofeÐlw ston EpÐkouro Kajhght  StaÔro Toump  gia thn sundrom  tou se mia krÐsimh f�sh

an�ptuxhc thc doulei�c pou perilamb�netai sto Kef�laio 3 thc diatrib c. Ta enjarruntik�

sqìlia kai oi upodeÐxeic tou sqetik� me thn enÐsqush tou kin trou aut c thc doulei�c, èpaixan

kajoristikì rìlo sthn telik  dhmosÐeush twn apotelesm�twn thc. EpÐshc, shmantik   tan

kai h sumbol  tou Lèktora Baggèlh Mark�kh se zht mata sqetik� me thn orjìthta thc

apìdeixhc gia thn poluplokìthta epÐlushc tou probl matoc katanom c ro¸n kÐnhshc. Tèloc,

ja  jela na euqarist sw to Gi¸rgo Loukarèlli kai ton NÐko DiamantÐdh gia tic polÔ qr simec

suzht seic pou eÐqame, se di�forec qronikèc stigmèc, p�nw se zht mata pou aforoÔn th

diatrib .

Shmantikì rìlo sthn olokl rwsh aut c thc doulei�c eÐqan oi fÐloi mou kai sun�delfoi,

Dhm trhc B�sshc kai Qr stoc DoulkerÐdhc, touc opoÐouc euqarist¸ gia th sunergasÐa kai

tic polÔ epoikodomhtikèc suzht seic pou eÐqame arket� suqn�.

Tèloc, euqarist¸ thn oikogènei� mou gia thn upost rix  thc se ìlh th qronik  di�rkeia

ekpìnhshc thc diatrib c.
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Abstract

Multi-radio mobile communication devices are increasingly gaining market share due to

the diversity of currently deployed and continuously emerging radio access technologies.

Multi-homing support in multi-radio terminals, i.e., simultaneous use of two or more ra-

dio interfaces, provides improved user experience through increased bandwidth capacity

availability and reliability of wireless access. Furthermore, optimized assignment of ap-

plication traffic flows to available interfaces and radio access bearer services contributes

to economic and power consumption efficiency. The thesis studies the traffic flow assign-

ment problem (TFAP) in a mobile node, multi-homed through a set of different technology

radio interfaces. It introduces an analytical formulation for the problem and proves its hard-

ness through reduction from the Multiple Knapsack Problem with Assignment Restrictions.

Problem solutions are approximated with a heuristic algorithm that is based on local search

and is characterized by efficient execution times for a wide set of realistic problem sizes.

The quality of approximation is rather satisfactory and is evaluated through comparison

of heuristic and exact solutions for a large set of randomly generated problem instances.

Moreover, an evaluation of the approach through simulation supports these findings and

provides an estimation of the associated mobility management overhead that is limited and

allows real deployment of the decision mechanism.

The employment of advanced network selection (or handover decision) or TFAP algo-

rithms cannot be based solely on an end-host infrastructure. The decision mechanisms

require both locally available information (e.g. application traffic requirements, user prefer-

ences etc.) and location-based network information that is not practical to be retrieved by

the mobile terminal exclusively through active scanning. The reason is that active scanning

is time consuming and inefficient in terms of energy consumption. Moreover, reliable and in-

time information on resource availability of available access networks may not be provided

by a single network operator, e.g., the home operator of a mobile user, as it has no incentives

xiv



to provide it and consequently let its customers utilize third-party services. In this thesis a

system architecture is also proposed for supporting the execution of handover decisions or

TFAP algorithms. The architecture spans multiple administrative domains and is based on

software agents. The software agents represent the users, the network operators, a Multi-

Access Provider (MAP) and the regulatory authority. In the proposed approach, handover

or traffic flow assignment decisions are delegated to software agents that are user represen-

tatives. Decision making is initiated by user agents that execute either in the terminal or

the network, depending on the source of handover triggering events. On the other hand,

execution of decision algorithms takes place in the network for saving terminal’s usually

limited power and computational resources. Performance evaluation of the architecture has

been performed through a simulation system with focus on the impact on handover latency.

The results are promising for the feasibility of the proposed architecture.
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Chapter 1

Introduction

Mobile Internet access is enabled through a variety of Radio Access Technologies (RATs),

e.g., UMTS, LTE, IEEE 802.16m/e, IEEE 802.11 etc., that are characterized by diversity

in service attributes (e.g., QoS provision, peak data rate, capacity), service range (local

area, metropolitan or wide area) and deployment costs. The term RAT or radio interface

is defined in [IEE09a] as specifications of an air interface that shall be fulfilled in order to

setup and maintain connection between terminal and base station and may be characterized

by multiple access method, modulation etc. In this thesis the term radio interface is used

to refer to the user terminal equipment that enables communication with base stations and

may support one or more RATs. The base stations that support a certain RAT along with

the network that connects them to the packet-based core network or external networks is

termed as Radio Access Network (RAN) [IEE09a].

Usually the various RATs act competitively to each other, e.g., WLANs act as a cheap

and high speed alternative to GPRS for data traffic. However, the traffic requirements in

terms of volume and QoS, following the increasing market penetration of mobile communi-

cation devices with advanced processing and multimedia capabilities, shift the focus towards

the opposite direction, i.e., combined and complementary use of RANs, corresponding to

different RATs, for capacity increase and improved user experience. From an end-user per-

spective, complementary use of different RAN types involves: (1) access to their services

through a single subscription and billing account, (2) transparent utilization of the most

efficient available access network(s) on the basis of preferences related to economic cost and

application performance, (3) seamless mobility across them, if needed, for coverage reasons

or due to enforcement of user preferences. Network operators seek maximization of their
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2 CHAPTER 1. INTRODUCTION

return on investment through efficient allocation of available radio access resources. From

a network operator perspective, complementary use of different RANs involves their load

balancing for the maximization of the number of admitted users without degradation of the

perceived QoS of ongoing user sessions. Load balancing involves: (i) admission of newly

arriving user sessions to an appropriate RAN, (ii) seamless redirection of already served

traffic sessions across available RANs.

The combined use of heterogeneous RANs requires the integration of functions such

as Authentication, Authorization and Accounting (AAA), mobility management, resource

management etc., of different systems. Such integration is referred to as interworking and

is a general trend in the evolution of the specifications of major mobile communications’

systems’ architectures. Starting from 3GPP Release 7 and WiMAX Release 1.0, network

architecture specifications provide for interworking with third-party radio access networks,

especially WLANs (IEEE802.11). Their primary focus is on seamless mobility across dif-

ferent technology RANs.

Seamless inter-RAT mobility is a basic requirement towards 4G [BCG09], where 4G

represents a capability of wireless access that is constantly optimized given the availability

of RANs, application traffic requirements and user preferences. Optimization refers to the

utilization of the most appropriate radio interface and wireless access service for serving a

Mobile Terminal (MT)’s application traffic requirements. A more advanced capability is

represented by the Always Best Connected (ABC) concept [BCG09, GJ03] where multiple

radio interfaces may be activated for supporting a MT’s optimal connectivity state. Thus,

ABC requires multi-homing support, in addition to seamless inter-RAT mobility, a feature

that currently cannot be combined with node mobility as it is not supported by Mobile

IPv6 (MIPv6) and other mobility management protocols. The Internet Engineering Task

Force (IETF) MONAMI6 WG has identified the benefits that mobile host multi-homing

offers to both end users and network operators [EMWK08] and its successor, IETF MEXT

WG, is working towards enhancing MIPv6 with multi-homing support.

An ABC-enabled Mobile Multi-mode Terminal (MMT) extends its degrees of freedom

related to the adaptation of its connectivity state to the changing traffic requirements and

wireless networking context. For instance, the range of options for responding to the ar-

rival of a traffic flow, when spare capacity in active radio interfaces is not available, may

include: (a) activation of an inactive radio interface and its attachment to an appropri-

ate radio bearer service, (b) horizontal handover on an active radio interface towards a
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higher capacity bearer service, (c) redirection of one or more traffic flows, already served by

one interface, to another interface for best utilization of available bandwidth capacity etc.

The set of available options on each occasion depends on the wireless context, the MMT’s

traffic load and hardware configuration. Moreover, each alternative may have different im-

pact on the fulfillment of user preferences and especially on economic efficiency and energy

autonomy. Thus, evaluation and determination of the optimal operational state requires

advanced and fast executing decision algorithms. Execution efficiency is required due to

the frequently occurring triggers for decision making that include changes in served traffic,

network conditions and device status (e.g., battery lifetime).

Assume a MMT that is equipped with different technology radio interfaces, e.g., 3GPP,

WLAN, WiMAX. The MMT has either the role of (a) an end-host that serves the traffic

generated by user applications, or (b) a mobile router that acts as an Internet gateway in

a Local Area or Personal Area Network. The MMT operates in an area served by multiple

RANs corresponding to different RATs and is capable of connecting to anyone of them.

Despite the fact that current mobile handsets and notebooks usually combine two or three

radio interfaces, advanced multi-interface devices for business communications purposes are

starting to emerge. Figure 1.1 shows an example of a “bandwidth bonding” appliance

(Portabella 2242 and 141), created by Mushroom Networks, Inc. [Mus09], that provides

high capacity wireless access to business users by aggregating the offered bandwidth of

multiple cellular connections. This thesis studies in chapter 3 the problem of assignment

of application traffic flows (either inbound or outbound) of a MMT to appropriate radio

interfaces and radio bearer services in a way that: (i) satisfies the traffic flows’ QoS require-

ments and the bearer services’ capacity constraints, and (ii) establishes the best trade-off

between economic cost and power consumption. The problem will be henceforth referred

to as Traffic Flow Assignment Problem (TFAP). The economic cost factor of TFAP corre-

sponds to network usage cost, while power consumption is due to the operation of active

radio interfaces. Due to the dynamic nature of problem parameters, the MMT faces iter-

atively TFAP instances of variable size during its operation lifetime. The thesis provides

an analytical formulation of TFAP and a study on its complexity through reduction to the

Multiple Knapsack Problem with Assignment Restrictions (MKAR). Since MKAR is NP-

hard, TFAP is also NP-hard and approximation algorithms are required for fast derivation

of problem solutions. Moreover, a heuristic local search algorithm is introduced that is

characterized by efficient execution times for a wide set of realistic problem sizes.



4 CHAPTER 1. INTRODUCTION

Figure 1.1: PortaBella BBNA2242 (Broadband Bonding Network Appliance). Source:
http://www.mushroomnetworks.com

Network selection (or handover decision) represents a basic part of the handover pro-

cedure that ensures service continuity as the MMT roams across service areas (cells) of

the same or different radio access systems. A handover across RANs of different RAT

is termed vertical handover, as opposed to a horizontal handover that takes place among

points of access of the same technology and provider. The availability of different radio

access overlays, in a heterogeneous network setting, broadens the scope of network selection

from preserving connection quality to serving user objectives such as economic efficiency,

energy autonomy etc. Network selection represents a special case of TFAP that applies

in single-homed MMTs, i.e, in MMTs without capability of simultaneous use of multiple

radio interfaces. While handover decision is followed by handover execution, the enforce-

ment of TFAP decisions may involve the execution of one or more horizontal, vertical or

flow handovers, depending on the number of available and activated radio interfaces in the

MMT.

The deployment of TFAP or advanced network selection algorithms require an execution
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context that provides: (a) timely delivery of notifications that trigger the decision mecha-

nism, (b) sufficient processing power resources for fast algorithm execution and reaction to

events, (c) access to all information required for algorithm execution. The latter comes from

multiple sources and administrative domains, while the events that trigger problem solving

span multiple layers of the protocol stack. Thus, a distributed application layer infrastruc-

ture is required, as it is also proposed in [GJ03] where the requirements for an ABC service

are set. Moreover, a trustworthy implementation of this capability cannot be offered by a

single network provider. The reason is that a network provider has no incentives to provide

reliable and in-time information regarding available wireless networks and consequently let

its customers utilize third-party services. A viable solution should: (a) incorporate var-

ious wireless operators, (b) support market competition through easy integration of new

entrants, (c) adopt a common, unambiguous information schema for interoperability of the

exchanged information (e.g., descriptions of network capabilities, so as to enable effective

decision making), (d) build on a commonly accepted model of trust relationships so as to be

relied upon by users and network operators. In chapter 4 of this thesis a system architecture

is proposed that takes into account these requirements. The architecture spans multiple

administrative domains and is based on software agents. The software agents represent the

users, the network operators, a Multi-Access Provider (MAP) and the regulatory authority.

MAP is a business entity that maintains roaming agreements with network operators and

enables user utilization of their services through a single subscription. Moreover, MAP

serves AAA and billing purposes and supports inter-domain mobility management. The

regulator enhances user trust by monitoring the behavior of the operators and intervening

when required. In the proposed approach, handover or traffic flow assignment decisions (in

single-homed or multi-homed hosts respectively), are delegated to software agents that are

user representatives. Decision making is initiated by user agents that execute either in the

terminal or the network side, depending on the source of handover triggering events. On

the other hand, execution of decision algorithms takes place in the network for saving a

terminal’s usually limited power and computational resources.

1.1 Base assumptions and technological context

This thesis focuses on decision making support for optimized traffic flow assignment in ABC-

enabled mobile hosts equipped with two or more different technology radio interfaces. An
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ABC-enabled mobile host may have the role of an end-host or a mobile router and is assumed

to incorporate the following capabilities: (a) support of seamless mobility across RANs of

different RAT, (b) multi-homing support and (c) fine-grained mobility at a traffic flow

level in cases that two or more radio interfaces are simultaneously activated. Sections 1.1.1

and 1.1.2 summarize the state of the art in architecture and protocol specifications of mobile

communications systems that are relevant to the realization of these assumptions.

1.1.1 Towards seamless inter-RAT mobility

3GPP identifies six interworking scenarios, each one representing an incremental degree of

WLAN integration in the 3GPP service offering [3GP09b]. Each scenario identifies service

and operational capabilities required for each degree of interworking:

• Scenario 1: Common Billing and Customer Care

• Scenario 2: 3GPP system based Access Control and Charging

• Scenario 3: Access to 3GPP system’s Packet Switched services

• Scenario 4: Service continuity

• Scenario 5: Seamless service continuity

• Scenario 6: Access to 3GPP system’s Circuit Switched Services

As no use cases have been identified for Scenario 6, it is not considered by 3GPP for

further development. Thus, the highest degree of interworking requirements (according to

3GPP) is represented by Scenario 5 where seamless handover is enabled between two differ-

ent technology radio access networks. Inter-RAT handover is also called vertical handover

due to service mobility between different technology radio access overlays available in a

certain MMT location [SK98]. Seamless vertical handover is characterized by minimal ser-

vice disruption and is also known as make-before-break or soft handover. A hard handover

(or break-before-make handover), on the other hand, is characterized by interruption of

UE’s connections for a short time period (usually 1 to 10 seconds) during handover exe-

cution. The higher the degree of interworking between the source and the target mobile

communications systems, the more seamless is the vertical handover among them.

Soft handover realization depends on the level of interworking of the source and target

systems. Thus, soft handovers can be further categorized into: (a) single radio handovers
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and (b) dual radio handovers, on the basis of the number of active radio interfaces involved

in handover execution. A single radio handover involves registration and reservation of

the required resources in the target radio access network through the radio interface that

is connected to the source RAN. Once the target RAN is prepared to admit the MMT’s

connection, the radio interface corresponding to the target RAN is activated while the other

is switched off. This requires tight interworking between the source system’s core network

with radio access network elements of the target system. For this reason, the IEEE 802.21

WG is working towards generic and media independent protocols for single-radio handover

realization [IEE10a]. A dual radio handover requires looser coupling between source and

target systems. In dual radio handovers the source radio interface serves data traffic while

the target radio interface registers to the target RAN. Once registration is complete and

data traffic starts to flow through the target radio interface, the source radio interface is

deactivated. Figure 1.2 depicts the aforementioned handover types and the interworking

levels at which they are enabled.

Figure 1.2: Handover Categorization

The interworking requirements represented by each scenario are used by 3GPP as a

reference for the characterization of the various interworking solutions that are proposed

in UMTS and LTE specifications and can be applied for other radio access technologies as

well (e.g., WiMAX, IEEE 802.11). Widely deployed wireless access technologies (3GPP,

WiMAX, WiFi) gradually incorporate in their specifications interworking capabilities with
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third-party RATs and their evolution heads towards scenario 5 interworking.

3GPP specifications for UMTS (Release 7) introduce an architecture for interworking

between the GPRS core network and a WLAN access system. The architecture, known

as Interworking-WLAN (I-WLAN) architecture, specifies two interworking configurations:

(a) WLAN Direct IP access for access control and charging through a 3GPP system of the

services provided by a WLAN and (b) WLAN 3GPP IP access for enabling access to 3GPP

Packet Switched (PS) services through a WLAN access network [3GP08a]. WLAN Direct

IP access and WLAN 3GPP IP access support the interworking requirements represented

by Scenarios 2 and 3 respectively. Scenario 4 requirements for service continuity during

vertical 3GPP-WLAN handovers in 3GPP IP access were later introduced in Release 8

specifications [3GP09d]. Specifically, in the Release 8 I-WLAN architecture, a Home Agent

(HA) network element is introduced in the GPRS core network for handling mobility be-

tween 3GPP and WLAN access networks. Mobility is enabled with the Dual Stack MIPv6

(DSMIPv6) protocol in a transparent manner. Finally, Scenario 6, tight interworking be-

tween 3GPP and IP access networks, is enabled with the Generic Access Network (GAN)

specification, also known as Unlicensed Mobile Access (UMA) [3GP09c]. The specification

enables any generic IP access network to interwork with the 3GPP core network as an

ordinary UMTS Terrestrial Radio Access Network (UTRAN) or GPRS/EDGE Terrestrial

Radio Access Network (GERAN) access network.

Release 8 of 3GPP specifications introduced enhancements to the UMTS radio access

and core network that represent an evolution of the system known as Long-term Evolution

(LTE) or Evolved Packet System (EPS). The evolved radio access network is named Evolved-

UTRAN (E-UTRAN) while the new all-IP core network architecture is called Evolved

Packet Core (EPC). A basic LTE requirement was its interworking with non-3GPP access

networks. Thus, access to LTE Packet Switched (PS) services and mobility between E-

UTRAN and non-3GPP access networks was a basic design objective of the evolved system.

Non-3GPP access networks are categorized in the LTE specifications into trusted and un-

trusted [3GP09a]. Trusted non-3GPP access networks are characterized by their capability

of performing 3GPP defined authentication, while un-trusted ones perform authentication

through a secure tunnel that is established between the MMT and an EPC interworking

gateway, evolved Packet Data Gateway (ePDG).

The interworking solutions for trusted and un-trusted non-3GPP networks cover Sce-

nario 4 interworking requirements and are also called Handovers without Optimizations.
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Especially for specific trusted non-3GPP access networks Scenario 5 interworking is sup-

ported through tighter interworking solutions that are specified under the name Handovers

with Optimizations [3GP10b]. A differentiating factor between Handovers with Optimiza-

tions and Handovers without Optimizations is the MMT pre-registration feature that is

offered by the first set of solutions. Pre-registration enables the MMT to register and al-

locate resources in the target RAN without establishing a connection to it but through

forwarding the required signaling traffic via the source system’s core network. For the time

being cdma2000r High Rate Packet Data (HRPD)1is the only system for which such tight

integration is supported. Work is also under progress for tight integration of the WiMAX

access network to the LTE core.

With regard to WiMAX, the WiMAX Forum has included in Release 1.0 WiMAX specifi-

cations its interworking with 3GPP systems. The WiMAX-3GPP interworking architecture

is based on the I-WLAN architecture as it is specified by 3GPP in [3GP08a]. In [WiM08]

Direct IP and 3GPP IP access are specified through a WiMAX access network2. The de-

gree of WiMAX-3GPP interworking represented by these solutions correspond to Scenarios

2 and 3 respectively. More advanced scenarios of interworking are out of scope of WiMAX

Release 1.0 interworking specifications.

The IEEE 802.11 Working Group is also working on specifications for 802.11 Access

Point (AP) interworking with external, possibly different technology, networks that are

referred to as Subscription Service Provider Networks (SSPNs). The Technical Group u

(TGu) is responsible for the interworking specifications that are prepared as an amendment

to the base IEEE802.11 standard (IEEE 802.11u) [IEE10b]. The amendment provides for:

• network discovery and selection, i.e., discovery by a MMT of network infrastructure

capabilities accessible through available APs without associating with them and selec-

tion on the basis of this information of the most appropriate for serving its needs. For

instance, a MMT may discover APs that provide 3GPP IP access through a specific

3G operator.

• QoS mapping of layer-3 service levels of other SSPNs to IEEE 802.11 wireless access

service levels.

• emergency services,

1High Rate Packet Data
2ASN - Access Service Network
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• service interface between the AP and the SSPN (transfer of user policies that affect

authentication, authorization, admission control, transfer of instructions on service

provision, e.g., termination of a connection to a MMT).

The amendment specifies the loose coupling of 802.11 APs with external networks and

standardizes WLAN specific parts of the 3GPP I-WLAN specification such as network

selection and discovery and transfer of authentication and authorization policies to the

WLAN.

Table 1.1 provides a summary of the state-of-the art in the standardization of inter-

working of widely deployed wireless access technologies.

1.1.2 Multi-homed multi-radio wireless access

IETF has recently documented the benefits of simultaneous use of multiple interfaces and

global addresses in mobile nodes [EMWK08]. The capability of simultaneous use of two

or more global IP addresses by a mobile node is known as multi-homing support. Multi-

homing can be enabled either by the use of multiple physical network interfaces each one

configured with a different IP address or through the configuration of multiple IP addresses

to a single physical network interface due to the advertisement of different network prefixes

in its current link. The benefits of multi-homing can be reached once a multi-homed node

incorporates a set of capabilities, namely: (a) reliability, (b) load sharing and (c) flow

distribution [MWE+08].

Reliability denotes the capability of using multiple radio interfaces connected to different

access networks for: (a) connection recovery in case that a currently used access network

becomes unavailable, or (b) n-casting (usually bi-casting) of traffic flows belonging to critical

applications over different RANs, especially in cases that provided QoS is inferior to that

required by applications (e.g., in locations with poor coverage). Load sharing refers to the

distribution of traffic load (originating from or terminating to a certain Mobile Node (MN))

over multiple RANs, through respective radio interfaces, for load-balancing reasons or for

access to increased capacity. Finally, flow distribution refers to the capability of selective

redirection of traffic flows across different radio interfaces for reasons of load balancing or

due to user or operator defined policies. As MIPv6 (and Proxy Mobile IPv6) do not natively

enable all these capabilities [MWE+08], IETF working groups that are involved in their

specification are currently working on relevant extensions.
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RFC 5648 [WDT+09], that is currently a proposed IETF standard, contributes towards

this direction by enabling simultaneous registration of multiple Care-of addresses (CoAs) to

a single Home Address (HoA). Thus, a MN may register with its HA, as care-of addresses,

all the different global IP addresses that are configured to its active radio interfaces. The

specification introduces the Binding Identification Number (BID) concept that identifies

the different bindings of CoAs to the MN’s HoA. Usually, each BID represents an activated

radio interface that the user requires to be reachable through a specific HoA. A MN may

register alternative bindings to the HA or to a Correspondent Node (CN) and either one of

the available bindings can be used for communicating with the MN. Moreover, a MN may

perform binding updates in case that the CoA corresponding to a BID has changed (e.g.,

due to a handover on the respective radio interface).

RFC 5648 does not specify algorithms or mechanisms that a CN or HA may utilize for

assigning traffic flows to the available BIDs of a certain MN. A protocol for the definition

and transfer of traffic flow assignment policies is the focus of the Flow Bindings Internet

Draft [STM+10] that complements RFC 5648 and is intended for standardization. This

protocol enables the MN to register to the HA or to a CN its preferences related to the

distribution of incoming traffic to its active radio interfaces. It is based on the Flow Binding

Identification (FID) concept that defines a binding of a traffic flow to a BID (or set of BIDs in

case that n-casting is required). A MN may introduce multiple FIDs each one specifying the

handling of a different traffic flow. Moreover, a MN may update the BIDs associated with

a FID enabling thus mobility at a traffic flow granularity (flow handover). Note that the

term traffic flow refers to a set of IP packets that match a specific traffic selector [STM+10].

A traffic selector describes packet attributes and their values that are shared among the

flow’s packets such as source and destination IP addresses, source and destination ports,

transport protocol number and other IP or higher layer header fields. The format of traffic

selectors is currently specified in [TGSM10].

Proxy Mobile IPv6 (PMIPv6), a network-based solution standardized by IETF for local-

ized mobility management, has native support for MN multi-homing [GLD+08]. A MN that

is authorized to register to a PMIPv6 mobility domain acquires its address(es), through the

network’s address configuration mechanism, from a set of home network prefixes (HNPs)

that are uniquely assigned to it. A different set of HNPs is (statically or dynamically) as-

signed to each network interface of a MN that connects to a PMIPv6 domain, in analogy to

the assignment of HoAs in standard MIPv6. PMIPv6 handles host mobility in a transparent
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manner, i.e., without involvement of the MN in IP mobility management signaling. The

protocol is based on two basic functional elements: (a) the Local Mobility Anchor (LMA)

that has the role of the HA in a PMIPv6 domain by maintaining MN reachability state

and acting as the topological anchor point for the MN’s HNPs, (b) the Mobility Access

Gateway (MAG) that is deployed in each access router and handles mobility management

signaling on the behalf of the MN. Specifically, the MAG updates the MN’s reachability

(binding) state to the LMA by tracking its movements and emulates the MN’s home link

by providing solicited Router Advertisements with the same address configuration proper-

ties (e.g., HNPs, default router) across the entire PMIPv6 mobility domain. A MN that

moves across RANs served by different MAGs does not notice any change in its Layer 3

connectivity status as the new MAG replies to MN’s Router Solicitations with the same

address configuration properties that are retrieved from the LMA. The lookup key that is

used to locate a MN’s binding state in the LMA is a Mobile Node Identifier (e.g., a Network

Address Identifier or a MAC address) that becomes available to a MAG either by the MN

during authentication or the previous MAG. A MN-Identifier and the HNP assigned to a

MN characterize a mobility session in PMIPv6.

PMIPv6 natively supports mobile node multi-homing through a single physical interface

(radio interface) by allowing the configuration of multiple IP addresses on the interface

from the MN’s set of HNPs. However, addresses that belong to the HNPs assigned to a

certain mobility session may not be configured to more than one radio interfaces. Thus,

a MN engaged in a single mobility session may not simultaneously utilize two or more

radio interfaces, although handovers across different interfaces are supported. In this case

the source radio interface is deactivated after handover execution. Assume a MN that

simultaneously activates a second radio interface and registers to the same PMIPv6 domain.

A new mobility session is, then, spawned, that is characterized by a different MN-Identifier

(e.g., the MAC address of the newly activated radio interface), and a new set of HNPs is

assigned to the MN. PMIPv6 handles independently for each mobility session the continuity

of their respective flows as the MN’s radio interfaces roam across RANs served by different

MAGs. A vertical handover on one of its radio interfaces will redirect the flows of its

respective mobility session to the second radio interface, resulting, thus, in a single active

radio interface serving the flows that belong to two mobility sessions. With appropriate

signaling support from the MN (that is out of scope of RFC 5213) the flows of either

mobility session could be turned back to the first radio interface after a second vertical
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handover. Flow mobility is, thus, enabled at the granularity of a mobility session, i.e., it is

not possible to move a traffic flow from one mobility session to the other, but instead the

flows of each mobility session are redirected as a set across RANs of the same or different

RAT. The NetExt working group that is working on extensions to PMIPv6 is currently

evaluating enhancements to PMIPv6 that will allow fine-grained mobility of multi-homed

MN’s at a traffic flow level [MG10, BJK+10].

PMIPv6 has been adopted by 3GPP Release 8 EPS for network controlled mobility

management across 3GPP access networks and non-3GPP trusted/untrusted access net-

works [3GP09a]. Although a MN may configure multiple HoAs to one or more Packet Data

Networks (PDNs), it is not possible to route traffic from a single or multiple PDNs to more

than one access systems simultaneously. Thus, mobile node multi-homing through multiple

radio interfaces is not currently supported. The same holds in cases that DSMIPv6 [Sol09] is

used for MN controlled mobility management across different radio access systems. Regard-

ing the Release 8 I-WLAN interworking architecture, that is also based on DSMIPv6 for

session continuity across 3GPP and WLAN access systems, simultaneous use of more than

one radio interfaces is not possible. 3GPP has recently published a technical report [3GP09e]

that studies solutions for the support of a) simultaneous use of two different access systems

for serving the traffic of one or more PDN connections and b) IP flow mobility across the

different access systems. The studied solutions are based on PMIPv6 and DSMIPv6 and

are applicable to both I-WLAN and EPS interworking architectures. The report proposes

as most appropriate the DSMIPv6 based solutions that incorporate MIPv6 extensions for

this purpose [STM+10] [WDT+09]. The solution is further specified and considered for

adoption in Release 10 LTE specifications [3GP10c].

1.2 Thesis Contribution

The contribution of this thesis includes the following:

• Unified handling of the subproblems of radio interface activation, network selection

and traffic flow distribution in a mobile node with multiple radio interfaces and multi-

homing capabilities, that operates in heterogeneous network setting. This thesis spec-

ifies and provides an analytical formulation of the resulting problem, named Traffic

Flow Assignment Problem (TFAP), that involves the joint optimization of operational
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cost (network usage charges) and energy consumption of the mobile node. The for-

mulation incorporates additional constraints, with reference to related approaches in

the literature, that results in a more realistic modeling of the problem domain.

• Solution method for TFAP that involves its transformation to a single-objective opti-

mization problem. The method prescribes the determination of an upper limit in the

mobile node’s power consumption, on the basis of device and user related factors, and

the conversion of the power consumption objective to a problem constraint. The for-

mulation of the single-objective problem is validated through its mapping to a binary

integer programming representation and solution of sample problem instances in the

Lingo environment [LIN09].

• Complexity analysis of TFAP through reduction from the Multiple Knapsack Problem

with Assignment Restrictions that is NP-Hard.

• Specification of a heuristic algorithm, that is based on local search, for approximating

TFAP problem solutions. The algorithm establishes a good trade-off between quality

of results and performance of execution. It’s computational efficiency allows its de-

ployment to resource constrained mobile devices or to mobile routers that iteratively

face considerably larger problem instances.

• Evaluation of the merits of optimized flow assignment in a simulated environment.

Towards this purpose an event-driven simulator has been implemented and the heuris-

tic algorithm is compared against an alternative that has been proposed in a similar

context.

• Specification of a system architecture for the deployment of advanced network selec-

tion or TFAP decision schemes. Basic system requirements are: (a) availability of

cross-layer (device configuration and user preferences, network and application con-

text) information in the decision points, (b) support for dynamic participation of

different network operators, (c) interoperability in the information exchange among

different actors (mobile terminals, network operators, service brokers), (d) support

for personalized computational intensive decision algorithms irrespective of MMTs’

hardware configuration. The proposed architecture is based on software agents that

are representatives of (i) users, (ii) network operators, (iii) the regulator and (iv)

a service broker (Multi-Access Provider) that serves AAA and system management
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purposes. The thesis specifies agent functionality, interaction protocols among them

and a fragment of an ontology for the representation of bearer services provided by

network operators. A basic feature of the architecture is the support for personalized

decision making deployed on the network side and the employment of agent mobility

for minimal communication delay with the MMT.

• Evaluation of the feasibility of the agent-based approach, in terms of introduced com-

munication overhead due to agent interaction and agent mobility, through the im-

plementation of a simulation system. The simulation system is based on a widely

used agent development framework, Java Agent Development framework (JADE),

and simulation results support system feasibility.

This contribution has been originally presented in the following publications:

• Vassilis E. Zafeiris and E.A. Giakoumakis. Optimized traffic flow assignment in multi-

homed, multi-radio mobile hosts. Elsevier Computer Networks, In Press, 2010.

• Vassilis E. Zafeiris and E. A. Giakoumakis. An agent-based perspective to handover

management in 4G networks. Wiley Wireless Communications and Mobile Comput-

ing, 8(7):927-939, 2008.

• Vassilis E. Zafeiris and E. A. Giakoumakis. Towards flow scheduling optimization in

multihomed mobile hosts. In Proc. IEEE 19th International Symposium on Personal,

Indoor and Mobile Radio Communications, (PIMRC 2008), pages 1-5, Sept. 2008.

• Vassilis E. Zafeiris and E.A. Giakoumakis. Mobile Agents for Flow Scheduling Support

in Multihomed Mobile Hosts. In Proc. International Wireless Communications and

Mobile Computing Conference, (IWCMC 2008), pages 261-266, 2008.

• Vassilis E. Zafeiris and Emmanuel A. Giakoumakis. An Agent-Based Architecture for

Handover Initiation and Decision in 4G Networks. In Proc. IEEE 6th International

Symposium on World of Wireless Mobile and Multimedia Networks, (WOWMOM

2005), pages 72-77.



Chapter 2

Related Work

The related work is divided in two sections. The first one focuses on algorithms and ap-

proaches for traffic flow assignment. The second elaborates on related work on architec-

tures for supporting the employment of flow assignment and advanced network selection

algorithms.

2.1 Optimized traffic flow assignment in multi-homed hosts

2.1.1 Network selection algorithms

Network selection algorithms apply to a special case of TFAP where the MN is single-

homed, i.e., it may not simultaneously activate more than one radio interfaces to serve its

traffic. Thus, the problem degenerates to selection of the best available bearer service for

serving application traffic on the basis of user preferences, device restrictions and traffic

flows’ requirements.

2.1.2 Traffic flow assignment in fixed hosts and multi-homed networks

Multi-homing is often employed by stub networks (enterprises or Internet Service Providers

- ISPs) in order to enhance the reliability, performance or independence (avoiding lock-in

to a single provider) of their Internet connectivity. Techniques and challenges related to the

realization of multi-homing in IPv4 networks are summarized in [LX07]. Effective usage

of a stub network’s links with its ISPs is a complementary issue to multi-homing deploy-

ment and involves distributing incoming and outgoing traffic to appropriate links for cost

and performance optimization. Such active control of traffic routing, often referred to as

17
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smart routing, is performed by the network’s edge routers. Goldenberg et. al [GQX+04]

study the assignment of traffic flows of a user, multi-homed through various ISPs, under a

percentile-based charging model. This work focuses on link management and traffic assign-

ment from the perspective of a mobile node that is multi-homed through two or more radio

access networks. This perspective differentiates the aforementioned problem in terms of

requirements and constraints. In contrast to a multi-homed access router, available access

links for a mobile node may change over time, due to user movement to different locations.

Moreover, a MMT may not be able to utilize more than one links of the same RAT (if

it is equipped with a single radio interface that is compatible with that RAT), thus, an

access link selection process is involved in traffic assignment optimization. As link QoS may

vary across different RATs and operators, both QoS and capacity requirements of traffic

flows need to be taken into account during flow assignment. This thesis incorporates power

consumption into the set of objectives under optimization, due to the importance of user

autonomy in a mobile networking setting.

End-host multi-homing is emerging as an effective solution for enhancing the perfor-

mance and reliability of wireless access in a multi-access/multi-RAT network setting. The

PERM framework is proposed towards this direction [THL06], that enables collaborative

Internet access through residential WLANs. PERM resides in end-hosts, deals with non

real-time traffic flows and assigns them upon their establishment to appropriate wireless

links. Flow assignment is based on: (a) prediction of flows’ expected traffic volume and

(b) monitoring and capacity estimation of available links. PERM scheduling involves pre-

diction of the end-host’s destination IP addresses that is based on their time correlation.

Thus, for each remote IP address a list of other IP addresses is maintained, sorted by the

number of connections within a recent time window. Given the last visited IP address, one

of the first m addresses in its associated list will be visited with high probability. Moreover,

for each remote IP address the traffic volume of its last n connections is maintained as a

time series and the volume of a newly arriving flow is estimated as a weighted-sum of its

predecessors. Traffic flows are classified to light-volume (< 8KB) and heavy-volume ones

and their scheduling is based on the Round Trip Time (RTT) and throughput of available

wireless links. Flow scheduling targets the minimization of either the flows’ total trans-

mission time or the maximum transmission time. Transmission time for a flow i scheduled

to link j is defined as Vi/Ai,j where Vi is the flow’s expected traffic volume and Ai,j the

achievable bandwidth on the link. Moreover, Ai,j = Bj/(ZRTT
2
i ) where RTTi is the RTT
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of link i and Z the total number of flows scheduled to i. Since the optimization problems

are NP-complete integer non-linear problems and their parameters constantly change the

author propose heuristics for their solution. This work focuses on scheduling of both real-

time and non-real time flows for economic cost and power consumption optimization. The

proposed problem formulation takes into account flow performance in the form of guaran-

tees on minimum QoS requirements, rather than as objective for optimization that is the

case in PERM.

2.1.3 Middleware for traffic flow assignment

Bonin et. al [BLH09] designed and implemented a middleware, named Ubique, for man-

agement of a MMT’s radio interfaces and optimal assignment of application traffic flows

to them. Flow assignment is based on information that is modeled and stored as a set of

profiles that are relevant to user preferences, network context, application requirements etc.

The middleware comprises functional entities for the management and retrieval of profile

information, as well as for decisions on flow assignment. With regard to the latter, it is

described as a multi-objective optimization problem without including details on the prob-

lem formulation and the objectives under optimization. This work is complementary to

Ubique as it specifies an approximation algorithm for the flow assignment problem that can

be incorporated as a decision method in the architecture.

Nguyen et. al [NVAGD08] adopt a two phase approach for the management of connec-

tivity of a multi-interface host with each phase being triggered by different events. The

first phase involves radio interface activation, on the basis of policies that take into account

battery level, user preferences, velocity and traffic activity. Network selection is triggered,

in a second phase, by: (a) changes in radio interfaces’ activation status, (b) user movement

towards the boundaries of currently used cell(s) and (c) changes in traffic load. Network

selection is based on a utility function that consists of the weighted product of various

factors such as power consumption, cost, network load and capacity, and Received Signal

Strength (RSS). Access networks with highest utility are associated with the respective ra-

dio interfaces. A challenge for this approach is the appropriate selection of network selection

attribute weights. Moreover, the proposed network selection procedure is more appropriate

for scenarios where a single interface can serve all user traffic. In case that two or more

interfaces need to be activated, a flow-to-interface assignment phase must also be incorpo-

rated. The assignment of traffic to each interface may also require the selection of different
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weight vectors for each interface, e.g., due to the different QoS requirements of assigned

flows. In this work, the radio interface activation, network selection and traffic assignment

problems are addressed in a unified manner with focus on economic efficiency and energy

autonomy.

Bellavista et. al [BCG09] provide a conceptual model for connectivity management in

a multi-access/multi-RAT setting. The model is based on three basic concepts: interface,

connector and channel. Interfaces represent the wireless hardware equipment of a device,

while connectors correspond to infrastructure or ad hoc points of access that provide con-

nectivity. A channel refers to a pair (interface, connector) properly configured for serving

user traffic. On the basis of these concepts three levels of connectivity flexibility are de-

fined: (a) 4G, where a MMT uses exactly one of its interfaces to serve application traffic

and switches among them with vertical handovers, (b) ABC, where two or more interfaces

may be active at the same time, each one associated with a single connector and (c) Always

Best Served (ABS) that extends ABC with the capability of an interface to use more than

one connectors (multiple channels per interface).

The authors in [BCG09] propose a Mobility-Aware Connectivity (MAC) middleware for

channel management in an ABS context. The middleware comprises a Context Gathering

layer that incorporates components for (a) network context information retrieval (Network

Interface Provider) and (b) host mobility state estimation (Mobility and Peer Estimator).

This work is relevant to the Metric Application layer of the proposed middleware that

evaluates and selects connectors and channels on the basis of applications’ connectivity

requirements. The Metric Application layer comprises the Connector Manager (CoM) and

Channel Selector (ChaS) components. CoM performs evaluation of available channels, in

terms of durability and reliability, on the basis of factors such as host mobility status,

connector range, level of trust, energy consumption. A subset of them is provided to

ChaS as candidate channels for serving application traffic flows. ChaS evaluates candidates

channels with metrics expressing application requirements such as Bit Error Rate (BER),

delay, jitter, bandwidth and channel durability. Selected channels are passed to CoM in

order to be associated with mobile host’s radio interfaces. Although, MAC focuses on

selection of candidate channels it does not provide a detailed specification of the algorithm

that determines the channels that will be finally utilized and the distribution of application

traffic flows to them. This work is based on the conceptual model of [BCG09] and assumes an

ABC level of connectivity flexibility. It contributes to this conceptual model by providing an
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analytical formulation of the problems handled by the CoM and ChaS components. These

problems are combined into a single optimization problem with focus on cost and power

consumption optimization.

2.1.4 Combinatorial optimization formulations and algorithms

Flow assignment in a multi-interface host is modeled as an optimization problem in [KAE07,

XV05, GAM05]. Reference [KAE07] studies the problem from the perspective of an enter-

prise that seeks to assign its outbound traffic to multiple ISPs. Two types of flows constitute

outbound traffic: (a) size-fixed flows that do not usually set constraints on transmission du-

ration but require all their data to be transmitted and (b) time-fixed flows that have fixed

duration with specific QoS requirements and their transmitted data size can be compressed.

Size-fixed flows correspond to non real-time flows, e.g., file downloads, database transac-

tions, and are characterized by their data volume. On the other hand, time-fixed flows

represent real-time audio/video flows and are characterized by their duration, the preferred

and the minimum transmission rate. Flows are served through assignment to network re-

sources that are characterized by bandwidth, duration and quality. Quality is expressed

in terms of packet loss rate that lowers the available bandwidth (effective bandwidth) of a

resource. A network resource represents bandwidth capacity available for a fixed duration

by an ISP and is charged with a fixed cost. The assignment of flows to resources incurs net-

work usage cost, due to capacity reservation, and opportunity costs due to not meeting the

preferred transmission rate of time-fixed flows. Thus, the flow assignment problem involves

establishing a trade-off between economic and opportunity cost without violating network

resource capacities and minimum transmission rates of time-fixed flows. A special case of

the problem with identical resources and equal preferred and minimum transmission rates

for time-fixed flows corresponds to the two-dimensional bin-packing problem (2D-BPP) that

is NP-hard in the strong sense.

Reference [XV05] models flow assignment as a bin packing problem where access net-

works correspond to bins and flows to items that need to be packed. Each flow is charac-

terized by bandwidth, maximum delay requirements and the capability of being partitioned

across more than one radio interfaces. Moreover, each flow is associated with an access

preference for assignment to a certain network. Not meeting flow access preferences in-

curs dissatisfaction cost. Each access network has bandwidth, maximum delay and power

consumption attributes. The flow assignment problem, termed Multi-Constraint Dynamic
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Access Selection (MCDAS) problem, involves minimization of power consumption and dis-

satisfaction costs subject to network capacity and flow QoS constraints. The problem is

further categorized as online, in case that flows arrive sequentially without knowledge on

the arrival of subsequent flows or offline when all flows are initially available. The problem

formulation does not take into account network usage cost and assumes that both provided

capacity and traffic flows correspond to a single uplink or downlink direction.

In [GAM05] the problem is formulated as a Multiple choice Multiple dimension Knapsack

Problem (MMKP) with multiple knapsacks. Specifically a set of unidirectional traffic flows

Fj is considered and each flow is associated with a QoS profile comprising various QoS

levels, qjz. Available access networks are mapped to knapsacks Ki with bounded capacity

representing their bandwidth. The formulation assumes the existence of the functions: (a)

R(q) that maps a QoS level q to a network resource level r, (b) U(q) that maps a QoS level

to user utility u and (c) C(r) that maps a resource level to economic cost. The assignment

of qjz to Ki results to user profit uij = U(qij) and incurs network usage cost cij = C(R(qij)).

The traffic flow assignment problem involves packing flows, at appropriate QoS levels, to a

minimal subset of knapsacks so that total net utility (
∑
uij − cij) is maximized.

The aforementioned approaches to flow assignment ([KAE07, XV05, GAM05]) are not

directly applicable to the context of a multi-homed mobile host. The main reason is that

not all combinations of available wireless networks, that provide the combined capacity

required by traffic flows, may be part of a problem solution. As the MMT is equipped with

a finite number of radio interfaces, each one corresponding to a specific RAT and being

capable of associating to a single RAN, candidate problem solutions span only the subsets

of available networks that can be simultaneously bound to the MMT’s radio interfaces. This

constraint maps flow assignment to a generalization of the Multiple Knapsack Problem with

Assignment Restrictions [DKK+00] instead of the multiple knapsack or bin packing problem.

The problem of traffic flow assignment in a multi-homed mobile network is studied

in [WWY+07]. The problem context involves a network deployed on a vehicle that follows

a predefined route (e.g., a bus or train). The route comprises a sequence of sites with

different access network availability. The authors assume a predefined set of networks, each

one having presence in one or more sites of the vehicle’s journey. The mobile network serves

application traffic flows by distributing them to the set of networks that are available in each

site. Given that the vehicle moves between sites in predictable time intervals, the duration of

each flow is defined in terms of a sub-sequence of sites. The traffic flow assignment problem
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involves assignment, for each site, of its active traffic flows to available access networks

with the objective of minimizing handover cost. The authors study the complexity and

provide heuristic algorithms (a) for online and offline versions of the problem and (b) for

flows with or without capability of being partitioned across two or more radio interfaces.

This traffic flow assignment problem formulation, also assumes that the mobile network

may simultaneously utilize all available networks without being restricted by the number

and RATs of its edge router’s radio interfaces. Moreover, it does not take into account

network usage costs and assumes that all available networks satisfy the traffic flows’ QoS

requirements.

Finally, another approach that focuses on assigning traffic flows to available connections

is described in [SKK08]. The problem is called Network Connection Selection (NCS) prob-

lem and involves assigning n traffic flows to m already established connections of a MMT.

Basic assumptions of the problem formulation are: (a) available connections satisfy the

QoS requirements of all flows, (b) traffic flows are non real-time and have the same direc-

tion, e.g., file downloads, (c) flows are served sequentially by each radio interface, (d) the

network usage cost and duration of transferring flow j through connection i are problem

parameters with values cij and dij respectively. NCS is a bi-objective integer non-linear

optimization problem that targets the joint minimization of the total transfer cost and the

maximum duration of file transfers on all radio interfaces. The authors approximate prob-

lem solutions through a heuristic algorithm that is applied on a single-objective version of

the problem. This problem version is based on a single objective function that produces a

compromise solution and is a linear combination of the cost and maximum duration func-

tions. Nevertheless, the problem formulation in [SKK08] sets enough assumptions to make

it too specific for its application in an ABC context, where different types of radio interfaces

are supported, network selection is required and bearer service properties as well as traffic

flow requirements in terms of QoS are not identical.

2.1.5 Concurrent Multipath Transfer

A research area that is relevant to the utilization of multiple radio interfaces for increas-

ing the performance and reliability of wireless access is Bandwidth Aggregation (BAG)

that is also referred to as Concurrent Multi-path Transfer (CMT) [CR06, IAS06, LWZ08,

FCCM07, KS07, TS09, KZSH05]. BAG refers to the problem of scheduling user traffic to
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multiple active connections in a way that packet reordering in the receiver side is mini-

mized. The ultimate goal is to have multiple radio access connections that behave as a sin-

gle one with aggregated bandwidth. Both network layer (e.g., [CR06]) and transport layer

(e.g., [IAS06, LWZ08, FCCM07, KS07, TS09, KZSH05]) approaches have been proposed

for BAG. Transport layer approaches focus mainly on: (a) enhancements to transport layer

protocols such as TCP or Stream Control Transmission Protocol (SCTP) [SXM+00] for the

incorporation of CMT capability [IAS06, LWZ08, FCCM07, KZSH05] and (b) utilization of

multiple radio interfaces of a single or multiple hosts for improving TCP performance in a

mobile networking setting [KS07, TS09].

BAG solutions schedule traffic at the packet level and not at the flow level that is the

focus of this work. Scheduling of flows trades off the fine-grained control that packet schedul-

ing offers, for lower processing costs and ease of deployment with minimal interventions in

network infrastructure or device protocol stack. Nevertheless, the problem formulation pro-

posed in Section 3.2.1 can be extended for the support of CMT-enabled SCTP flows by

relaxation of the flow integrality constraint.

2.2 Architectures enabling TFAP optimization schemes

Traffic flow assignment involves network selection for one or more radio interfaces of the

MMT and decision on the distribution of application traffic flows to them. Network selection

constitutes the main responsibility of the handover decision mechanism (it also focuses on

determining the timing for handover execution). The support of optimized network selection

in a MMT, with multi-homing capability, that operates in a heterogeneous radio access

environment requires the presence of appropriate software infrastructure deployed to both

the MMTs and the network side. A short review of architectures proposed for such an

infrastructure is included in this subsection. The various architectures are categorized in

terms of the degree of their components’ distribution among the MMTs and the network

side. In “host-centric” architectures, system components are deployed on end-hosts, while in

“network-based” architectures their components are distributed to both MMTs and network

nodes. Approaches that are specified by standardization bodies are presented separately in

the first part of this section.
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2.2.1 Standardization efforts

IEEE 802.21 Media Independent Handover Services

The IEEE 802.21 Media Independent Handover (MIH) Services standard focuses on en-

abling optimized handovers across heterogeneous access networks [IEE08]. IEEE 802.21

does not introduce a mobility management protocol but instead integrates in the mobility

management protocol stack of both MNs and network entities and provides a framework

for deploying advanced handover initiation and decision policies. Its services are delivered

through the cooperation of MIH Function (MIHF) entities that are deployed to MNs and to

access or core network elements. The IEEE 802.21 standard specifies the responsibilities of

a MIHF and a protocol for the interaction of MIHFs deployed to different network entities.

Moreover, it defines service access points (SAPs) for the integration of the MIHF to the

protocol stack of its execution environment.

The MIHF provides services to Layer-3 and above mobility management protocols, as

well as to the management and data bearer plane of a network node through a media inde-

pendent handover service access point (MIH SAP). The MIH SAP interfaces with Layer-3

and above protocols for the support of vertical handovers, as horizontal handovers are out

of scope of IEEE 802.21. The services that MIH SAP provides access to are:

• the Media Independent Event Service (MIES) that detects changes in link layer prop-

erties and initiates appropriate events to upper layers (e.g., Layer 3),

• a Media Independent Command Service (MICS) that provides a set of commands for

controlling link-layer properties relevant to handover and switching among different

links if required,

• a Media Independent Information Service (MIIS) that provides information on avail-

able access networks and their service properties, thus enabling advanced handover

decisions across different access technologies.

The MIHF also interacts with different types of link layers of its local network node

through media dependent SAPs (MIH LINK SAPs) in order to deliver its services to the

upper layers. Moreover, it uses the services of remote MIHFs through a media dependent

transport SAP (MIH NET SAP). Note that the MIHF is deployed in MNs (MN-based

MIHF), to Point of Access (PoA) network elements (e.g., 3GPP base stations, WLAN

Access Points) and to non-PoA core network elements of the various networks. A MIH
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Network Entity that interacts with a MN-based MIHF acts as its MIH Point of Service

(MIH PoS). However, it is possible that a MIH Network Entity may not interact with MN-

based MIHFs but instead provide services to MIH Pos elements and in this case it is called

MIH Non-PoS element.

Figure 2.1: MIIS Basic Information Schema

The MIH enables the definition and deployment of advanced handover initiation and

decision policies with varying levels of control distribution among the MNs and network

nodes. Thus, it supports the definition of Mobile Controlled Handover (MCHO) policies,

Network Controlled Handover (NCHO) and Mobile Assisted Handover (MAHO) policies.

Handovers may be initiated by local or remote events received through subscription to the

local MIHF or to a remote MIHF of a MIH PoS. Handover decision is based on static and

dynamic information related to the available networks in the MN’s current location. Static

information spans link-layer parameters such as channel information, MAC address and se-

curity information of the PoA, QoS and cost information, as well as information on higher

layer services provided through the PoA. Such information is provided by MIIS servers

through appropriate queries that may include RAT, operator and geographical range crite-

ria. Figure 2.1 presents the main information elements of the MIIS schema that includes
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network, network type, PoA and operator related concepts. Dynamic information on re-

source availability of PoAs can be directly retrieved through the MICS of their serving MIH

PoS. Thus, MIH allows a MN to receive information on available access networks through

a single radio interface. However, after the handover decision the MN has to actively scan

and measure through its radio interfaces the signal strength of candidate access networks

in order to verify their capability of providing the required QoS and capacity.

3GPP EPS Access Network Discovery and Selection Function

3GPP Release 8 EPS has introduced a core network element for supporting a MN in ef-

ficient access network discovery and selection in a multi-RAT multi-access radio access

environment. This EPC element is called Access Network Discovery and Selection Function

(ANDSF) and it delivers its services to network subscribers with the role of Home-ANDSF

(H-ANDSF) or to roaming users with the role of Visited-ANDSF (V-ANDSF) [3GP09a].

Although ANDSF services are not required for a MN’s base operation, they contribute to

better adaptation to network context and user preferences.

ANDSF services are employed by the MN’s handover decision function and contribute

to handover decisions aligned with operator policies and user preferences. ANDSF’s role

involves: (a) provision to the MN of the operator’s inter-system mobility policy, (b) delivery,

upon MN request, of the list of available access networks on the basis of RAT and location-

based criteria. The inter-system mobility policy is updated either by network triggers or

after MN request for network discovery and selection information. ANDSF supports mobile-

assisted vertical handovers as the decision on the target network for handover execution is

derived by the cooperation of the home/visited EPS network and the MN. Specifically,

ANDSF transfers to the MN operator policies and network availability information that

determine the candidate access networks for handover, while the MN selects appropriate

candidate networks on the basis of user preferences.

ANDSF is deployed in the core network of a 3GPP EPS network and delivers its services

through direct communication with the MN. MN interaction with ANDSF takes place over

a secure IP connection and is based on the S14 reference point [3GP10b]. Both push and

pull methods are used for information transfer over S14 that is based on the Open Mobile

Alliance Device Management (OMA DM) protocol and the respective management object

(MO) management object defined in 3GPP TS 24.312 [3GP10a]. The ANDSF MO defines

the structure of the policies and the discovery information. Each policy comprises a set
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of rules that define the priority of access networks. Moreover, each rule is associated with

geographical and temporal information that determine the conditions that the rule is valid.

The discovery information includes the type and the service area (geographical area) of

an access network as well as access specific information such as channel information, cell

type etc. More elaborate information is left to be defined by vendors and standardization

bodies of the respective access technologies (e.g., OMA-DDS ConnMO-V1 0 [OMA08a] and

OMA-DDS ConnMO-WLAN [OMA08b] for WLAN related information).

IEEE 1900.4 standard

The IEEE 1900.4 standard [IEE09a] defines a management system, its architectural ele-

ments and the information exchanged among them, for distributed optimization of radio

resource usage in a heterogeneous radio access environment. This environment comprises

multiple MNs and Composite Wireless Networks (CWNs). A CWN is defined in [IEE09a]

as a network composed of multiple radio access networks that are interconnected through

a packet-based core network with IEEE 1900.4 entities deployed in it. With regard to

MNs, they incorporate multiple radio interfaces with or without multi-homing support.

IEEE 1900.4 focuses on the building blocks, distributed in mobile terminals and CWNs,

for context-awareness, generation and enforcement of reconfiguration policies for optimized

radio resource management. Moreover, it identifies three use cases for the management sys-

tem and describes their realization through the collaboration of the aforementioned building

blocks.

The system requirements for IEEE 1900.4 are represented by the use cases: (a) dynamic

spectrum assignment, (b) dynamic spectrum sharing and (c) distributed radio resource

optimization. The first use case refers to the dynamic assignment of frequency bands to

RANs within a CWN, operating in a given geographical area and time, for spectrum usage

optimization. Dynamic spectrum sharing involves different RANs and terminals gaining

dynamic access to fully or partially overlapping spectrum bands in a way that causes less

than an admissible level of mutual interference. Finally, distributed radio resource optimiza-

tion refers to allocation of radio resources for serving traffic needs in a way that network,

terminal device and user objectives are satisfied. The latter assumes static assignment of

channels to RANs and is more relevant to this thesis.

In IEEE 1900.4, the decision making involved in radio resource optimization is dis-

tributed among CWNs and MNs. Specifically, the network side is responsible for generation
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and transfer of appropriate policies, while the MNs decide on the assignment of their traffic

flows to available radio resources in a way that network policies are not violated. Enforce-

ment of MN decisions may involve its reconfiguration or execution of handovers, procedures

that are out of scope of this standard as concerning their realization. Note that terminal

reconfiguration refers to reconfiguration of its hardware, and/or software in order to change

its operating parameters in the physical or link layers (e.g., carrier frequency, signal band-

width, radio interface) in one or more of its radio interfaces [IEE09a]. The decision points

in the IEEE 1900.4 architecture are the Network Reconfiguration Manager (NRM) and the

Terminal Reconfiguration Manager (TRM) deployed in the core network of CWNs and MNs

respectively. Possible deployment options for the NRM (and the IEEE 1900.4 architecture

as well) are: (a) single CWN with a single NRM node, (b) multiple CWNs with a common

NRM and (c) multiple CWNs, each one owning its NRM that collaborates with NRMs of

others. With regard to TRM, each MN has its own instance of TRM.

Figure 2.2: Terminal related classes.

NRM collects network context information from all RANs connected to its CWN, as
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well as from RANs of other CWNs through the respective NRMs. Moreover, it collects

terminal context information from the TRMs of MNs connected to its CWN or from other

NRMs for terminals served by other CWNs. Its decision making is also based on spectrum

assignment policies that are provided by the Operator Spectrum Manager (OSM) building

block deployed in each CWN. NRM generates radio resource selection policies that are prop-

agated to the TRMs of mobile terminals. On the basis of these policies, network and local

context information, each TRM decides on the radio resources that will be used for serving

its traffic. The enforcement of TRM decisions is handled by the Terminal Reconfiguration

Controller (TRC) block that is also deployed in each MN. NRM may also generate RAN

reconfiguration requests that are handled by the RAN Reconfiguration Controller (RRC)

element available in each RAN.

Figure 2.3: CWN related classes.

Policy generation and decision making is based on rich network and terminal context

information that is retrieved by appropriate IEEE 1900.4 blocks deployed in RANs and MNs,
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namely, RAN Measurement Collector (RMC) and Terminal Measurement Collector (TMC)

respectively. Figures 2.2 and 2.3 present UML class diagrams with the main information

elements comprising network and terminal context.

IEEE 802.11u amendment for Interworking with External Networks

The IEEE 802.11u draft standard specifies an advertisement service that enable faster dis-

covery and selection of WLANs [IEE09b]. Generic Advertisement Services (GASs) provide

transport mechanisms for advertisement services toward mobile hosts that are either associ-

ated or not with an Access Point (AP). IEEE 802.11u enables a disconnected MN to discover

information related to services provided by an infrastructure WLAN, as well as services ac-

cessible through external networks that interwork with the WLAN. GAS is designed to

support multiple query protocols and allows a mobile terminal to access information avail-

able locally to the AP or to retrieve it from external networks, e.g., it enables access to

IEEE 802.21 MIIS. Description of an information model for advertisement services is out

of scope of IEEE 802.11u.

2.2.2 Host based solutions

A layered middleware architecture is proposed in [BCCF05] for supporting the develop-

ment of mobility-aware and context-aware applications. The middleware comprises two

layers: the Mechanisms layer and the Facilities layer. The Mechanisms layer includes RAT-

dependent modules and specifically one module for each supported RAT by the MN. Each

module includes a context gathering component and a component for managing the hand-

over procedure. Vertical handovers are not handled at the Mechanisms layer but at the

Facilities layer that coordinates the operation of the RAT specific modules. The latter

comprises two general purpose facilities, namely NCSOCKS and Mobility Awareness &

Management (MM), and one domain-specific Multimedia Streaming facility. The MM facil-

ity includes a Connection Monitor component that gathers context information on available

connections and a Location monitor component that retrieves the MN’s location. Their fo-

cus is on providing a uniform context representation to the services layer. Moreover, the

MM facility manages the vertical handover procedure. The facilities layer provides an API

for applications to control terminal connectivity on the basis of context and their connec-

tivity requirements. However, this approach results in an application specific management
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of the handover procedure, while a mechanism for resolving possible conflicts, in case that

multiple applications are simultaneously contesting for connectivity, is not provided .

In [SRJS05] an end-to-end middleware is proposed that provides applications with trans-

parency from changes in connectivity through a channel abstraction. Each channel is as-

sociated with a transport layer connection and is constantly monitored and managed by

a Channel Management Agent (CMA) executing in each end-host. An advantage of such

architectures is their support of handover management without modifying the existing net-

working infrastructure. However, legacy applications need to be rewritten in order to utilize

their features. Moreover, the overhead related to handover management is distributed to

the usually resource constrained MNs.

Tramcar (Transport and Application Layer Architecture for vertical Mobility with Context-

awareness) is a host-based solution for vertical handover control [HNH07]. It targets mobile

hosts with multiple radio interfaces that employ a transport layer solution for mobility

management. Specifically, Tramcar controls the execution of an SCTP variant for mobility

management, mobile SCTP (mSCTP) [RT07], by modifying the set of IP addresses that are

available for active connections and choosing the primary address after handover decision.

The proposed architecture comprises a Handover Manager (HM) and a Connection Manager

(RM) component. HM evaluates available access networks and selects, when required, the

most appropriate for handover execution. Access network selection is based on ranking each

network through an objective function that combines in a weighted sum the normalized val-

ues of its cost, service (available bandwidth, reliability) and power consumption attributes.

The CM is responsible for (a) network discovery, (b) registration to networks that are hand-

over candidates and (c) handover execution. Networks that are handover candidates are

determined by HM and CM configures an IP address to each one of them. These addresses

are added to active SCTP connections as secondary addresses. Once a decision for handover

execution is made by HM, CM informs the correspondent node of the new primary address.

Although Tramcar’s deployment does not require changes in the network infrastructure its

applicability is limited to cases where both communicating endpoints support an SCTP

variant for mobility management. Moreover, the actual mechanism for context information

retrieval and the structure of this information are not specified.
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2.2.3 Network-supported architectures

This category of approaches for support of optimized handovers in a heterogeneous radio

access environment is characterized by distribution of the decision mechanism and the

architecture components between user terminals and the network.

In [AMX05] an Architecture for Ubiquitous Mobile Communications (AMC) is proposed

for the integration of heterogeneous communications’ systems. The concept of Network

Inter-operating Agent (NIA) is introduced that handles AAA and inter-domain mobility

management across various wireless providers. NIA is managed by a third-party that main-

tains Service-Level Agreements (SLAs) with the network operators. Wireless networks

integrate with the NIA through Interworking Gateways (IG). AMC supports a two level

handover decision process that involves both the NIA and the MNs. Initially, the MN

performs network selection on the basis of factors such as network conditions, user and

application requirements, while in a second level this decision is adjusted by the NIA that

focuses on global load balancing.

PROTON [VBS+05] is an autonomic system for context-aware mobility management in

a heterogeneous 4G network setting. Handover decision in PROTON is based on Event-

Condition-Action policies that are transformed into deterministic finite state automata be-

fore their transfer to the MN for evaluation and enforcement. PROTON components are

deployed in end-hosts and the network side. Network side components comprise tools for

policy creation and a repository for storing policies and their respective finite state au-

tomata (FSA). The latter are transferred to MNs through a Model Deployment module.

An end-host includes a Context Management Layer (CML) that perceives context events

and makes them available to a Policy Management Layer (PML). PML is responsible for

control and evaluation of policies that determine the MN’s behaviour. Specifically, based

on feedback from CML, PML retrieves from a local repository an appropriate FSA (that

represents a set of policies), and produces, through its evaluation, possible actions for exe-

cution. Actions are processed by an Enforcement Layer that is responsible for execution of

handovers. PROTON allows the evaluation of complex policies even in mobile devices with

limited processing power capabilities. Its only requirement is enough memory for storing

FSAs that represent policies. However, a limitation of this architecture lies on the fact that

collected context is restricted by the MN’s context perceiving capabilities, while third-party

information is not utilized. Moreover, it is not clear how this approach scales in terms of

policy complexity in a multi-homed mobile terminal that needs to serve multiple traffic
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flows of different types. In this case possibly different automata may be required for each

available radio interface and a conflict resolution mechanism may be needed.

In [WFP+06] a context-aware framework for handovers is proposed that introduces

repositories for collection of context information and an execution platform for the dynamic

deployment and execution of context handling components. The framework is based on

active-networking, i.e., its components are deployed in a programmable platform installed

on network nodes and mobile nodes. The proposed architecture comprises the context-

gathering components, as well as a service deployment framework for the dynamic deploy-

ment and update of these components when required. Context information is stored in a

series of network repositories, namely, Location Information Server (LIS), Network Traffic

Monitor (NTM) and User Profiles’ Repository. LIS tracks and provides location information

related to MNs and APs while NTM monitors the available bandwidth of APs. The con-

text management framework includes two types of entities: (a) Context Collection Points

(CCPs) that are deployed in the network side and serve the collection and filtering of context

information available in the various repositories, (b) Handover Decision Points (HDPs) that

consume context information from CCPs for network selection purposes. In the proposed

handover management architecture MNs have the role of HDPs, while CCPs also have the

role of the Handover Manager that controls the handover procedure from the network side.

Both types of entities host a platform for dynamic deployment and execution of handover

management modules that are retrieved from a Service Deployment Server. These mod-

ules constitute the Handover Decision Module (HDM), that implements a network selection

scheme, and the Handover Support Module (HSM) that implements a context exchange

protocol. HDM is deployed in MNs, while HSM is deployed to both MNs and CCPs. On

the basis of this architecture the handover process involves preparation of HDPs and CCPs,

if required, with appropriate modules and then network selection performed by the MN.

In [CGG08] an agent-based system is proposed for network selection in next generation

heterogeneous networks. The system is called Living Systems Autonomic Service Access

Management suite (LS/ASAM) and focuses on optimization of both client connectivity and

radio resources of network operators. LS/ASAM’s components are software agents deployed

to MNs and access nodes or network management facilities of RANs. The client component

is the Connection Agent (LS/CA) that is responsible for continuity and adaptation of

connectivity of the MN it is deployed to. LS/CA triggers vertical handovers and performs

network selection on the basis of offers provided by network-side components of LS/ASAM.
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LS/Service Access Manager (LS/SAM) is a software agent deployed in an operator’s network

and serves load-balancing and congestion recovery purposes. LS/SAM pro-actively monitors

traffic load and available resources in the access node(s) it controls and triggers handovers

or session drops. Moreover, it responds to requests from LS/CAs regarding bearer service

offers by taking into account operator policies, available network resources and balance of

load in other available access segments. Collaboration of LS/CAs and LS/SAMs is based

on the contract-net protocol [FIP02b]. System description, as presented in [CGG08], does

not elaborate on the structure of a LS/CA request for resources (that may impact system

responsiveness due the volume of uploaded information) as well as the way that LS/SAMs

coordinate in order to load balance the RANs attached to an operator’s core network.

A comprehensive framework for the exchange and management of context is proposed

in [Amb05]. In this approach, shared ontologies play a key role in the representation and

exchange of context information. This feature is also inherent in an agent-based approach

enhancing thus information interoperability. Moreover, well-established Agent Communi-

cation Languages (ACLs) [LFP99] provide a messaging framework for context exchange

among system components. A more elaborate discussion on these merits of software agents

is included in Section 4.3.1.



Chapter 3

Optimized Traffic Flow Assignment

in Multi-Homed, Multi-Radio

Mobile Hosts

3.1 Introduction

Wireless Internet access is continuously expanding its geographical reach through a variety

of Radio Access Technologies (RATs). However, no single RAT may completely satisfy the

bandwidth and QoS requirements set by current and emerging multimedia applications.

Moreover, each RAT focuses on different degrees of user mobility in terms of speed and

range. In order to benefit from radio access diversity, many modern mobile communica-

tion devices are multi-mode, i.e., they are equipped with multiple radio interfaces (3GPP,

802.11a/b/g/n etc). Moreover, special purpose mobile devices are emerging that provide

aggregated bandwidth capacity to mobile business or vehicular users, through multiple

wireless broadband subscriptions [Mus09].

A Mobile Multi-mode Terminal (MMT) that is multi-homed has at least two global IP

addresses, associated with respective radio interfaces. The IETF Mobile Nodes and Multiple

Interfaces in IPv6 Working Group (MONAMI6 WG) has identified the benefits that mobile

host multi-homing offers to both end users and network operators [EMWK08] and its succes-

sor, IETF Mobility EXtensions for IPv6 Working Group (MEXT WG), is working towards

enhancing MIPv6 with multi-homing support. This capability will be enabled by allowing

36
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the registration of multiple CoAs with a certain HoA [WDT+09]. Moreover, this specifi-

cation is being complemented with support for binding flows to specific CoAs [STM+10],

allowing, thus, the execution of handovers at a traffic flow level.

Given these enhancements to a basic mobility management protocol such as MIPv6, a

MMT extends its degrees of freedom for adapting its connectivity status to the changing

traffic requirements and wireless networking context. For instance, the range of options for

responding to the arrival of a traffic flow, when spare capacity in active radio interfaces is

not available, may include: (a) activation of an inactive radio interface and its attachment

to an appropriate radio bearer service, (b) horizontal handover on an active radio interface

towards a higher capacity bearer service, (c) redirection of one or more traffic flows, already

served by one interface, to another interface for best utilization of available bandwidth ca-

pacity and so on. The set of available options on each occasion depends on the wireless

context and the MMT’s traffic load and hardware configuration. Moreover, each alternative

may have different impact on the fulfillment of user preferences and especially on economic

efficiency and energy autonomy. Thus, evaluation and determination of the optimal opera-

tional state requires advanced and fast executing decision algorithms. Execution efficiency

is required due to the frequently occurring triggers for decision making that include changes

in served traffic, network conditions and device status (e.g., battery lifetime).

This section focuses on the problem of joint management of traffic, wireless connectivity

and power consumption in the context of a multi-homed MMT operating in a dynamic

environment. The MMT may have the role of an end-host serving its own traffic or the role

of a mobile router that acts as an Internet gateway to a personal area or vehicular network.

The section focuses on the problem of assignment of application traffic flows (either inbound

or outbound) to appropriate radio interfaces and radio bearer services in a way that: (a)

satisfies the traffic flows’ QoS requirements and the bearer services’ capacity constraints, and

(b) establishes the best trade-off between economic cost and power consumption. For brevity

reasons, the problem will be referred to as Traffic Flow Assignment Problem (TFAP). The

economic cost factor of TFAP corresponds to network usage cost, while power consumption

is due to the operation of active radio interfaces. Due to the dynamic nature of problem

parameters the MMT iteratively faces TFAP instances of variable size during its operation

lifetime.

An analytical formulation for the TFAP is provided in this section that maps the problem

to a bi-objective combinatorial optimization problem. The formulation takes into account
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additional constraints, as compared to prior work, that contribute to a more realistic repre-

sentation of the problem domain. The bi-objective problem is solved by setting one of the

objectives as a target for minimization (economic cost) and the other objective (power con-

sumption) as an additional problem constraint by appropriately choosing an upper limit for

its allowed values. A study of TFAP’s complexity is also provided that proves its hardness

through transformation from the Multiple Knapsack problem with Assignment Restrictions

(MKAR) that is NP-Hard [DKK+00]. Given the complexity of TFAP and requirements for

frequent and fast execution, a heuristic approximation algorithm is introduced that is based

on local search and establishes a good balance between solution quality and execution time.

A basic feature of the proposed algorithm is the combined use of two objective functions

that guide the search towards minimum cost solutions with an upper limit on power con-

sumption. Solution quality is evaluated by comparing heuristic and exact solutions for a

large number of randomly generated problem instances. Moreover, the approach is evalu-

ated with a discrete event simulator in order to study its merits over the time domain and

the incurred mobility management overhead.

3.2 Traffic Flow Assignment Problem - TFAP

3.2.1 Problem formulation

Assume a MMT that is equipped with a set of different technology radio interfaces, e.g.,

3GPP, IEEE 802.11x, WiMAX etc. Let R = {ri : 1 ≤ i ≤ m,m ∈ N∗}, be the MMT’s

available radio interfaces. Moreover, the MMT has multi-homing support, i.e., it is capable

of simultaneously using two or more of its radio interfaces for serving its data traffic.

The MMT’s current location lies on the overlapping service areas of a set of Radio Access

Networks (RANs). The RANs correspond to different RATs and are managed by one or

more network operators. Each RAN provides wireless access through a set of bearer services,

i.e., data transfer services characterized by different Quality-of-Service (QoS) guarantees.

Let B = {bj : 1 ≤ j ≤ n, n ∈ N∗} be the set of bearer services provided by the RANs

that serve the MMT’s current location. Each bearer service bj is characterized by a set of

service, cost and power consumption attributes. The service and cost attributes of bj are

described below, while its power consumption attributes will be described thereafter:

· ku,j is uplink bandwidth capacity in kbps offered by the service to the MMT,
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· kd,j is downlink bandwidth capacity in kbps,

· Qj is a QoS class that characterizes the service’s performance and defines upper

limits for delay, jitter and bit error rate. In this work the QoS classes defined by

3GPP [3GP08b] are adopted and, thus, the domain of Qj is Background (QB), In-

teractive (QI), Streaming (QS), and Conversational (QC). Moreover, a strict total

order relation among them is assumed, i.e., QB < QI < QS < QC denoting that QoS

requirements set by QB are lower than those of QI and so forth.

· cj is cost per kbit of transferred data either in the uplink or downlink direction.

A volume-based charging model is adopted due to its simplicity and fairness for both

users and network operators that act in a competitive wireless access environment where

network selection is enabled at the time granularity of a service session. A similar charg-

ing model is utilized today for mobile access in roaming scenarios, where a user, at any

time instance between successive service sessions, is capable of selecting the services of any

operator that has roaming agreements with its home operator.

The wireless access resources represented by each bearer service bj refer to the RAN’s

capacity availability per admitted user in the MMT’s current service area. Bearer service

descriptions are retrieved by the MMT in a RAT specific manner from its current point of

access or through a media independent mechanism as the Media Independent Information

Service (MIIS) specified in [IEE07]. Service availability may change dynamically due to

variations of cell load or radio propagation conditions. The MMT perceives these variations

either directly (for currently used services) or indirectly by the RANs’ information services.

Each radio interface ri supports a set of RATs and may be associated with at most one

bearer service of compatible RAT. Once associated with a bearer service, a radio interface

can serve user traffic by utilizing the service’s available capacity, and contributes to the

MMT’s overall power consumption. Its power consumption depends on factors such as: (a)

RAT of the bearer service, e.g., a 3GPP radio interface has different power consumption

when associated with a 2.5G or a 3G bearer service, (b) configuration of the bearer service’s

network point of access, e.g., support or not of power-saving mode in 802.11 APs, (c) volume

and direction of served traffic. The power consumption model adopted in this thesis has been

proposed in [LN03] and used in a similar context in [XV05]. Since the power consumption

coefficients of this model depend on the RAT, and a radio interface may support multiple

RATs, they are used in the TFAP problem formulation as bearer service attributes. Thus,
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Table 3.1: Examples of power consumption parameters.

RAT
Parameter type

Base (µW) Transmission (µW/kbps) Reception (µW/kbps)

UMTS 107.2 8.3 4.9

GPRS 313.47 0.76 0.36

IEEE 802.11a 368 0.32 0.14

IEEE 802.11b 262.7 1.22 1.22

the power consumption attributes of a bearer service bj are:

· wrj , power consumption per kbps of received data (W/kbps),

· wtj , power consumption per kbps of transmitted data (W/kbps),

· wbj , power consumption (W) due to base operation of the radio interface without

transferring data.

The power consumption in Watts of a radio interface that sends and receives data with

rates bwt and bwr kbps respectively through bearer service bj is P = wbj + bwt wtj +

bwr wrj . Table 3.1 includes example values of power consumption parameters for four

RATs as estimated and used in [XV05], [LN03].

The set B of available bearer services can be partitioned into m = |R| disjoint subsets,

i.e., B = B1 ∪ B2 . . . ∪ Bm, where each subset Bi comprises services that are compatible

with radio interface ri.

Definition 1. A radio interface activation B′ represents the association of one or more

radio interfaces of the MMT with compatible bearer services in order to serve user traffic.

B′ is a subset of B with at most one element from B1, B2, . . . Bm, i.e., B′ ⊆ B, |B′| ≤ m.

The inequality corresponds to the case where one or more radio interfaces of the MMT are

deactivated.

The presence of an element from Bi in a radio interface activation B′ denotes that radio

interface ri is activated1and associated with that bearer service. On the other hand, the

absence of an element from Bi denotes that ri is deactivated. Given the set of available

bearer services B = B1 ∪B2 . . . ∪Bm, the number of possible radio interface activations is

(|B1|+1)(|B2|+1)...(|Bm|+1)−1. This accrues from the |Bi|+1 possibilities for each radio

interface (i.e., |Bi| alternative bearer services plus the possibility of being deactivated) with
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the exclusion of the case of all interfaces being deactivated.

The data traffic served by the MMT is modeled in terms of uplink and downlink traffic

flows that are generated by user applications. Let F = {fz : 1 ≤ z ≤ v, v ∈ N∗} be the set

of traffic flows that are served by the MMT at a given time instance. A flow fz, that may

be uplink or downlink, is characterized by a set of attributes, i.e., fz = (bwu,z, bwd,z, qz).

Specifically, bwu,z represents the flow’s required bandwidth capacity in kbps in the uplink,

while bwd,z states the respective requirements in the downlink. For an uplink flow fz it

holds that bwd,z = 0, while for a downlink one bwu,z = 0. Regarding qz, its value represents

a QoS class and has the same domain with the respective attribute of a bearer service.

Each flow fz must be assigned to exactly one activated radio interface in order to be

served. The current problem formulation does not assume flows that use a Concurrent

Multi-path Transfer (CMT) protocol (like SCTP) for their transport and, thus, their traffic

may not be split across two or more activated radio interfaces. A possible extension for the

incorporation of this feature is the association of each flow fz with a set of coefficients aiz,

where i ranges over the set of available radio interfaces. Each coefficient aiz represents the

fraction of flow traffic that is assigned to a radio interface ri. Given an interface activation

B′, it holds that aiz ∈ (0, 1] for activated radio interfaces and aiz = 0 for deactivated ones.

The assignment of a CMT-based flow fz, given a radio interface activation B′, involves fixing

the values of aiz in a way that
∑

i aiz = 1. The bandwidth capacity occupied by fz on ri is

aizbz, where bz represents the flow’s bandwidth requirements. Regarding non CMT-based

flows, their respective coefficients are allowed to take only integer values, thus aiz ∈ {0, 1}.
A more detailed study of this feature and its implications on problem complexity will be

part of future extensions of this work.

Definition 2. A traffic flow assignment S with respect to the sets R, B and F, comprises

a radio interface activation B′ = {b1, b2, . . . bk}, k ≤ m and a partition of F into k foreign

subsets F = F1 ∪F2 ∪ . . .∪Fk, such that the flows of each Fj are served by a corresponding

bj ∈ B′ without violating the bearer’s capacity constraints and the flows’ bandwidth and QoS

requirements.

Given a radio interface activation B′, the partition of F into subsets must be appropri-

ately selected in a way that for each Fj served by a bj ∈ B′:

1The term activated radio interface will be henceforth used to refer to both a bearer service bj ∈ B′ and
its corresponding radio interface.
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· uplink capacity of bj is not exceeded

∑
fz∈Fj

bwu,z ≤ ku,j , (3.1)

· downlink capacity of bj is not exceeded

∑
fz∈Fj

bwd,z ≤ kd,j , (3.2)

· QoS requirements of flows are satisfied

qz ≤ Qj ,∀fz ∈ Fj . (3.3)

The economic cost of a traffic flow assignment S is equal to the sum of the costs incurred

due to the operation of each one of the MMT’s activated radio interfaces. Let CM (S) be the

function that returns the economic cost of a flow assignment S and B′ the radio interface

activation that corresponds to S. Furthermore, let Fj be the set of flows served by each

bj ∈ B′. The economic cost of each activated interface is equal to the cost cj of its associated

bearer service bj multiplied by the total bandwidth capacity reserved by its served flows Fj .

Note that CM (S) is measured in monetary units per second and represents the incurred

economic cost for each second of MMT operation under flow assignment S. The function

CM (S) is defined as:

CM (S) =
∑
bj∈B′

cj
∑
fz∈Fj

(bwu,z + bwd,z). (3.4)

The power consumption of a traffic flow assignment S is defined in a similar manner

and is given by equation 3.5:

CP (S) =
∑
bj∈B′

(wbj + wrj
∑
fz∈Fj

bwd,z + wtj
∑
fz∈Fj

bwu,z). (3.5)

According to equation 3.5, the power consumption of each activated radio interface

bj ∈ B′ is equal to the sum of three addends: (a) power consumption due to base operation

of the radio interface, (b) power consumption due to data reception of its inbound flows,



3.2. TRAFFIC FLOW ASSIGNMENT PROBLEM - TFAP 43

and (c) power consumption due to data transmission of its outbound flows respectively.

Definition 3. Given three sets R, B and F that correspond to available radio interfaces

of a MMT, available bearer services and traffic flows that need to be served, the Traffic

Flow Assignment Problem (TFAP) involves finding a flow assignment S that minimizes

both economic cost CM (S) and power consumption CP (S).

The TFAP is, therefore, an optimization problem with two objectives: economic cost

CM and power consumption CP . These objectives are independent and usually conflicting,

especially in cases that the MMT serves high traffic load. Assume that the MMT’s radio

interfaces have access to bearer services of comparable cost and there exists a positive corre-

lation between cost and provided capacity. If the MMT’s traffic load cannot be served by a

single interface (due to capacity or QoS restrictions) then optimization of CM involves dis-

tributing traffic flows to radio interfaces with access to the cheapest bearer services. On the

other hand, optimization of CP requires the activation of the least possible number of radio

interfaces by associating them with high capacity and usually higher cost bearers. Thus,

TFAP is a Multi-Objective Optimization Problem (MOOP) and, depending on the problem

instance, may have more than one Pareto optimal solutions (traffic flow assignments) Sp.

3.2.2 TFAP solution method

Various methods have been proposed for solving MOOPs [Coe00]. A widely used method

that transforms the MOOP to a single objective problem is the weighted-sum method. The

method involves prioritization of problem objectives by associating them with appropriate

weight values. Then, a single objective function is defined by the weighted sum of the

individual objective functions. Despite the method’s simplicity, the selection of objective

weights may prove a challenging issue especially in cases where: (a) objective values are not

expressed in the same measurement unit and (b) measurements units do not directly reflect

user utility. In TFAP, economic cost CM is the primary user objective and is expressed in

monetary units, a common measure of user utility. On the other hand, CP is expressed

in Watts and is related to energy autonomy of the MMT. Assessing the economic value of

energy autonomy of specific duration is a difficult task.

These characteristics of TFAP objectives lead to the application of the ε-constraint

method for solving the TFAP [Coe00]. This method also transforms a MOOP to a single-

objective problem and its application involves selection of one objective (the most preferred)
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for optimization and introduction of one problem constraint for each one of the remaining

objectives. The resulting single-objective problem is then solved for various bounds on

problem constraints in order to generate the set of Pareto optimal solutions. In the case of

the TFAP, the primary objective is the economic cost CM , while power consumption can act

as problem constraint. Although MOOP solving methods focus on the generation of a set

of Pareto optimal solutions, the TFAP solution procedure targets a single solution, that is

the economically most efficient flow assignment that does not violate a power consumption

limit Pmax. This is due to the fact that users are mainly concerned on economic cost, as

soon as their autonomy, till next battery recharge, is ensured.

Concerning the range of values for Pmax, it depends each time on the user context which

can be classified into three basic categories:

1. “Infinite” energy resources (Pmax → ∞), where the MMT is either plugged into an

energy source or an energy source is easily accessible, e.g., when the user is at home.

In this case the power consumption cost can be ignored by the user and the TFAP

becomes a single objective, economic cost minimization problem, that will be referred

to as TFAPM .

2. Depleting energy reserves (Pmax → 0), where the MMT’s battery level is low and

immediate access to an energy source is not possible (e.g., user not at home or office).

In this case the TFAP concerns power consumption optimization and economic cost

is ignored. This problem will be referred to as TFAPP .

3. Any other situation, where the value of Pmax may range in an interval [Pa, Pb], where

Pa, Pb represent the minimum and maximum power consumption for serving user

traffic at a given networking context and user device configuration.

The execution of the TFAP solution procedure is triggered whenever the MMT perceives

events related to changes in the problem parameters R, B, F or Pmax. Typical events are:

(a) availability of new bearer services or imminent unavailability of already used services,

(b) degradation of the QoS of one or more currently used bearer services, (c) arrival or

termination of application traffic flows, (d) changes in the value of Pmax.

The determination of the current value of Pmax is a subproblem that will be delegated

to the MMT’s Power Management Subsystem (PMS). Specifically, PMS will periodically

evaluate and update the value of Pmax with the objective of providing energy sufficiency
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to the MMT for a specified time duration D. The minimum duration of MMT energy

autonomy D is a user input that represents an estimation of the time until next battery

recharge. In addition to D, other factors that determine the value of Pmax are: (a) current

battery energy availability E, (b) last time instance tD of user update of D, (c) amount

of served traffic since tD, (d) expected traffic load until the expiration of D, etc. The

specification of power management policies or decision mechanisms for fixing Pmax is out of

scope of this work.

Given the value of Pmax, TFAP is a combinatorial optimization problem and methods

relevant to this problem category may be applied for its solution. An integer linear pro-

gramming formulation of the TFAP is presented in [ZG08]. On the basis of this formulation

exact solutions of the TFAP can be produced with the help of proprietary or open source

software. Such software is used for the generation of exact solutions in the experiments

described in Section 3.4. However, finding exact solutions even for problems of moderate

size, often requires several seconds of execution in a standard workstation PC. As a re-

sult, the execution of an exact algorithm in processing power limited mobile devices will be

certainly inefficient in terms of responsiveness and utilization of device resources. On the

other hand, its deployment to the network side and execution for large numbers of MMT’s

may raise scalability issues. For these reasons, an algorithm that establishes a good trade

off between solutions’ quality and responsiveness is required for the TFAP. Towards this

direction this thesis introduces a heuristic algorithm for solving the TFAP that is based on

local search [RN03]. The algorithm performs a guided search in the problem state space

(valid flow assignments) in search of efficient solutions and is characterized by low execution

times as it enumerates a relatively small subset of the actual problem state space.

3.2.3 A Binary Integer Programming formulation for TFAP

In order to produce exact solutions with off-the-self optimization software a formulation of

the TFAP problem as a binary integer linear programming problem has been developed.

The problem formulation is based on the identification of variables and constraints that

represent the problem concepts as analyzed in Section 3.2. An initial version of this problem

formulation has been presented in paper [ZG08], where the TFAP problem was initially

described.
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Variable definitions

Recall from the previous subsection that R = {ri : 1 ≤ i ≤ m,m ∈ N∗} represents the

set of a MMT’s radio interfaces. Moreover, B = {bj : 1 ≤ j ≤ n, n ∈ N∗} is the set

of bearer services provided by the RANs that serve the MMT’s current location. Each

bj ∈ B is characterized by a set of service, cost and power consumption attributes, i.e.

bj = (ku,j , kd,j , Qj , cj , wrj , wtj , wbj). The set B is partitioned into m = |R| disjoint subsets,

i.e. B = B1∪B2 . . .∪Bm, where each subset Bi comprises services that are compatible with

radio interface ri. Let ni = |Bi| be the cardinality of each subset Bi. For the sake of clarity

the jth element of a subset Bi will be referred to as bij = (ku,ij , kd,ij , Qij , cij , wrij , wtij , wbij).

Application traffic that needs to be served by the MMT is represented by the set of

traffic flows F = {fz : 1 ≤ z ≤ v, v ∈ N∗}. Each flow is characterized by its bandwidth and

QoS requirements, i.e. fz = (bwu,z, bwd,z, qz).

The TFAP problem involves association of each ri ∈ R with at most one bij ∈ Bi and

assignment of application traffic flows to activated radio interfaces in a way that economic

cost CM is minimized without violating problem constraints.

The Binary Integer Programming (BIP) formulation of TFAP is based on two sets of

binary variables, i.e. variables that are allowed to take a value of 0 or 1. Let yij be a

variable that represents the association of ri with bij ∈ Bi:

yij =

{
1, ri associated with bij ∈ Bi
0, ri not associated with bij ∈ Bi

(3.6)

Let xijz be a binary variable that represents the assignment of flow fz to radio interface

ri associated with bearer service bij ∈ Bi. It holds that:

xijz =

{
1, fz assigned to bij ∈ Bi
0, fz not assigned to bij ∈ Bi

(3.7)

In the rest of this section the X notation will be used for representing the set of xijz

variables, while Y will refers to the set of yij variables.
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Problem formulation

On the basis of the above variable definitions the objective function of TFAP is:

CM (X) =

m∑
i=1

ni∑
j=1

v∑
z=1

cij(bwu,z + bwd,z)xijz. (3.8)

The TFAP problem involves minimization of CM (X) subject to the following constraint

sets (CS):

CS1. A radio interface ri may be associated with at most one bearer service bij ∈ Bi. An

interface that is not associated with any bearer service is assumed to be inactive (powered

off).

ni∑
j=1

yij ≤ 1,∀i ∈ {1, . . .m}. (3.9)

CS2. A flow fz may be served by at most one bij . Assignment of fz to bearer service bij

also assumes that radio interface ri is activated and associated with bij . This is guaranteed

by constraint sets CS3 and CS4 that are specified below:

m∑
i=1

ni∑
j=1

xijz = 1,∀z ∈ {1, . . . v}. (3.10)

CS3. Uplink capacity of each bearer service bij must not be exceeded. Note that this

constraint ensures that there will be no i, j, z for which xijz = 1 and yij = 0 at the same

time, i.e. fz may not be assigned to a bearer service not associated with a MMT’s radio

interface.

v∑
z=1

xijzbwu,z − ku,ij yij ≤ 0, (3.11)

∀i, j : i ∈ {1, . . .m}, j ∈ {1, . . . ni}.
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CS4. Downlink capacity of each bearer service bij must not be exceeded:

v∑
z=1

xijzbwd,z − kd,ij yij ≤ 0, (3.12)

∀i, j : i ∈ {1, . . .m}, j ∈ {1, . . . ni}.

CS5. The QoS requirements of a flow fz must not be violated by the provided QoS of

service bij that is assigned to:

m∑
i=1

ni∑
j=1

xijzQij − qz ≤ 0,∀z ∈ {1, . . . v}. (3.13)

CS6. The power consumption of the solution must not exceed a limit Pmax. The power

consumption CP depends on the values of variables X, Y and thus, will be represented as

CP (X,Y).

Cp(X,Y) ≤Pmax, (3.14)

Cp(X,Y) =
m∑
i=1

ni∑
j=1

wrij

v∑
z=1

bwu,z xijz (3.15)

+
m∑
i=1

ni∑
j=1

wtij

v∑
z=1

bwd,z xijz

+

m∑
i=1

ni∑
j=1

wbij yij .

3.2.4 Problem complexity

The maximization version of TFAP is a generalization of the Multiple Knapsack problem

with Assignment Restrictions (MKAR). MKAR is a variant of the Multiple Knapsack Prob-

lem (MKP) [MT90] and is NP-Hard [DKK+00]. MKAR is defined as the problem of finding

a maximum profit assignment of n items uj ∈ U to m knapsacks vi ∈ V of finite capacity.

Each item uj has a weight wj , independent of the knapsack that is assigned to, and its
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assignment to any knapsack brings in profit pj . Moreover, each knapsack vi has a finite

capacity ki and sets restrictions on the items that it can admit. Let Ni ⊆ U be the set

of items that are allowed to be assigned to a knapsack vi. The MKAR problem involves

finding a partition of U into m disjoint subsets U = U1∪U2 . . .∪Um, Ui ⊆ Ni, ∀i ∈ {1, ..m},
for assignment of their items to corresponding knapsacks vi, in a way that maximizes profit

without violating knapsack capacity constraints:

maximize M =
∑
vi∈V

∑
uj∈Ui

pj

subject to
∑
uj∈Ui

wj ≤ ki, ∀vi ∈ V.

MKAR is NP-Hard in the strong sense even in the case of equal knapsack capaci-

ties [DKK+00]. TFAP is at least as difficult as MKAR which can be proved by restric-

tion [GJ90], i.e., by showing that TFAP contains the MKAR as a special case. However,

MKAR is a maximization problem and, thus, the proof will be based on the maximization

version of TFAP, MAX-TFAP. MAX-TFAP is equivalent to TFAP, i.e., a MAX-TFAP so-

lution is also a solution to TFAP and vice versa, and derives from TFAP through a simple

transformation.

Assume a TFAP problem instance (R, B, F, Pmax) and let t be a positive real number

with t > max
bj∈B

cj . The profit associated with the use of a bearer service bj is pj = t− cj and

has the same measurement unit with cj . Moreover, let W be the total traffic requirements

in kbps of the TFAP instance, i.e., W =
∑

fz∈F (bwu,z + bwd,z). The assignment of a flow

fz to a service bj yields profit pjz = pj(bwu,z + bwd,z), while the total profit of a traffic flow

assignment S, that has a corresponding radio interface activation B′, is given by function

PM (S):
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PM (S) =
∑
bj∈B′

pj
∑
fz∈Fj

(bwu,z + bwd,z)

=
∑
bj∈B′

(t− cj)
∑
fz∈Fj

(bwu,z + bwd,z)

= t
∑
bj∈B′

∑
fz∈Fj

(bwu,z + bwd,z)−
∑
bj∈B′

cj
∑
fz∈Fj

(bwu,z + bwd,z)

= tW − CM (S).

Note that
∑

bj∈B′
∑

fz∈Fj
(bwu,z + bwd,z) = W , since by the definition of a traffic flow

assignment the union of all subsets Fj is equal to F. The first term of PM (S) is constant

for a given TFAP instance and independent of S, thus, a flow assignment that minimizes

CM (S) maximizes PM (S) and vice versa. MAX-TFAP involves maximization of PM (S)

subject to the same constraints with TFAP. Therefore, a solution of a MAX-TFAP problem

instance is also a solution of its corresponding TFAP instance.

In this thesis, the proof on the hardness of MAX-TFAP involves the specification

of restrictions on its instances so that the resulting problem instances are identical to

MKAR [GJ90]. Let (R, B, F) be a MAX-TFAP instance with Pmax limit on power con-

sumption. Recall that B = B1 ∪ B2 ∪ . . . ∪ Bm, where each subset Bi includes services

compatible with a specific radio interface ri. The following restrictions are applied to the

elements of each Bi = {b1, b2, . . . bti}:

· ku,1 = ku,2 . . . = ku,ti , i.e., uplink capacities of bearer services are equal to each other,

· kd,1 = kd,2 . . . = kd,ti , i.e., downlink capacities of bearer services are equal to each

other,

· Q1 = Q2 = . . . = Qti , i.e., provided QoS is equal for all bearer services in Bi,

· wb1 = wb2 = . . . = wbti , wr1 = wr2 = . . . = wrti , wt1 = wt2 = . . . = wtti , i.e., power

consumption coefficients are equal to each other.

Moreover, assume that all bearer services have the same cost, i.e., cj = c,∀bj ∈ B, and

t = c+ 1. Then, the profit pj corresponding to each service bj is pj = t− c = 1. Regarding

traffic flows, it is assumed that they are all downlink, i.e., bwu,z = 0, ∀fz ∈ F.
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Since bearer services that are included in each subset Bi are identical in terms of their

service, cost and power consumption attributes, the restricted problem does not involve

bearer selection at a radio interface level. Thus, each restricted problem instance is based

on a set B′′ ⊆ B, |B′′| = m, that includes one randomly selected element from each subset

Bi, 1 ≤ i ≤ m. The restricted problem involves finding an assignment of flows to bearer

services in B′′ (i.e., a partition of F into m disjoint sets) that maximizes profit subject to

bearer services’ capacity constraints and traffic flows’ QoS requirements. The existence of

bearer services without any assigned flows in a problem solution implies that the respective

radio interfaces are deactivated.

The restriction that is applied to the values of Pmax enables the simultaneous use of all m

radio interfaces for serving application traffic without exceeding the maximum allowed power

consumption: Pmax =
∑

bj∈B′′ (wbj + wrjkd,j). Thus, the constraint on power consumption

can be eliminated from the restricted version of MAX-TFAP.

With reference to the MKAR problem definition, the profit from assigning a flow fz to

any bearer service bj is pz = pj bwd,z = bwd,z, while the “weight” of each flow is wz = bwd,z

that is also independent of the service that is assigned to. Let Nj be the subset of flows

that are allowed to be assigned to a service bj on the basis of their QoS requirements, i.e.,

Nj = {fz ∈ F : qz ≤ Qj}. The constraint represented by equation (3) in the formulation of

TFAP can, then, be rewritten as Fj ⊆ Nj .

On the basis of the aforementioned assumptions and restrictions the restricted MAX-

TFAP problem can be stated as: Find a partition of F into m = |B′′| disjoint subsets

Fj , j ∈ {1, . . .m}, each one corresponding to a bearer service bj ∈ B′′, that maximizes

profit without violating problem constraints:

maximize M =
∑
bj∈B′′

∑
fz∈Fj

pz

subject to
∑
fz∈Fj

wz ≤ kd,j , ∀bj ∈ B′′,

Fj ⊆ Nj , ∀bj ∈ B′′.

This problem formulation corresponds to the MKAR optimization problem and, thus,
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MAX-TFAP and its equivalent TFAP are NP-hard.

3.3 A Heuristic Algorithm for the TFAP

In this section a heuristic algorithm is introduced for approximating the solution of a TFAP

instance. It represents an iterative improvement algorithm that performs an exploration in

the space of problem’s feasible solutions (or problem states) in search of the minimum cost

solution [RN03]. The cost of each problem state is evaluated with an appropriate objective

function. The algorithm starts from initial problem states and iteratively modifies them

in order to reach lower cost solutions that constitute better approximations of the global

solution. Specifically, given any initial problem state, the algorithm performs local search,

i.e., it follows a path of neighbouring states in a way that the objective function value is

decreasing across the path. Thus, the algorithm belongs to the category of “hill climb-

ing” search algorithms [RN03]. Initial problem solutions are obtained through appropriate

construction algorithms. These algorithms “construct” a valid traffic flow assignment S by

assigning flows one-by-one to appropriate radio interfaces with a first-fit assignment scheme.

Assuming an ordered set of radio interfaces, first-fit assignment places each flow to the first

activated interface that satisfies its bandwidth and QoS requirements.

A known weakness of hill climbing algorithms is that they often get stuck to local

minima, thus failing to reach a global solution. This issue is often handled with random-

restarts, i.e., with successive searches from randomly generated initial states. Another

approach that focuses on overcoming local minima is the “simulated annealing” algorithm

that combines the hill climbing search with a random walk [RN03]. The proposed heuristic

algorithm employs a limited number of random restarts due to requirements of the TFAP

domain for frequent and efficient real-time algorithm execution.

Algorithm 1 gives an overview of the TFAP solution procedure and presents the synergy

between construction heuristics and search. The notation Sx represents a valid traffic flow

assignment. In the rest of this section the terms problem state and problem solution will

also be used, denoting a valid traffic flow assignment as it is specified in Definition 2 of

Section 3.2.1. Procedures findMinimumCostSolution and findMinimumPwrCons-

Solution implement the First Fit construction heuristics that generate the initial problem

states (SM , SP ) for local search. Initial problem states are constructed with focus on

the optimization of a single objective. Thus, SM approximates the minimum economic
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Algorithm 1: Heuristic Traffic Flow Assignment Algorithm
input : Power consumption limit Pmax, Radio interfaces R, Bearer services B, Flows F
output: A valid traffic flow assignment S

1 SM ← findMinimumCostSolution(R,B,F);
2 SP ← findMinimumPwrConsSolution(R,B,F);
3 S1 ← localSearchRS(SM , Pmax);
4 S2 ← localSearchRS(SP , Pmax);
/* If S1 has lower economic cost and respects the limit Pmax */

5 if CM(S1) < CM(S2) and CP(S1) ≤ Pmax then return S1;
/* If S2 has lower economic cost and respects the limit Pmax */

6 if CM(S2) < CM(S1) and CP(S2) ≤ Pmax then return S2;
/* If neither of the above was true then it holds that either CM(S1) =

CM(S2) or the limit Pmax cannot be met. Select the lowest power
consumption solution. */

7 if CP(S1) < CP(S2) then return S1;
8 else return S2;

cost problem solution, while SP approximates the minimum power consumption one. The

functions CM (S) and CP (S) return the economic and power consumption cost of a given

problem state S. Procedure localSearchRS implements the local search with restarts

algorithm and is described in Section 3.3.2. The local search part of the algorithm is

implemented by procedure localSearch that is specified in Section 3.3.1.

The notation that will be used for the description of the algorithms corresponds to that

introduced in Sections 3.2.1 and 3.2.4. Regarding the bearer service concept, additional

notation will be introduced for a more concise description of the algorithms. Recall from

Section 3.2.4 that Nj ⊆ F represents the set of “admissible” traffic flows for a bearer service

bj , i.e., the set of flows that bj satisfies their QoS requirements and, thus, can be assigned

to it (when associated with an appropriate radio interface). The “effective” uplink and

downlink bandwidth capacity of a bearer service bj are defined, respectively, as:

k′u,j = min (ku,j ,
∑
fz∈Nj

bwu,j)

k′d,j = min (kd,j ,
∑
fz∈Nj

bwd,j).

Based on the notion of effective capacity, the power consumption coefficient wj is introduced

for a bearer service bj , that represents the power consumption per unit of effective capacity
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of the bearer service:

wj =
wbj + wrj k

′
d,j + wtj k

′
u,j

k′d,j + k′u,j
. (3.16)

(3.17)

In the rest of this section a distinction will be made among the power consumption of a radio

interface ri due to its currently assigned flows, total power consumption, and the coefficient

wj that refers to its currently associated bearer service bj . Accordingly, the total economic

cost of a radio interface refers to the cost due to its currently assigned flows in a given

problem state S, while the cost cj corresponds to the cost of its associated bearer service

bj .

3.3.1 Local search algorithm

The hill climbing algorithm is represented by procedure localSearch that accepts as input

parameters an initial problem state and an upper limit on power consumption Pmax. Given

the initial problem state, the procedure performs successive transitions to other problem

states with aim to converge to one that has the minimum possible economic cost and a

power consumption that does not violate the upper limit Pmax. A series of state transitions

that decrease CM are usually followed by an increase in CP . This is due to the gradual

activation of available radio interfaces, as traffic flows are distributed to the cheapest possible

services that are accessible through each radio interface. The assumption here is that traffic

requirements exceed the capacity of the cheapest bearer service and bearer service cost

is positively correlated with its QoS and capacity. On the other hand, state transitions

that gradually decrease CP probably increase CM , given that higher capacity, higher QoS

bearers usually have higher usage cost. This potential trade-off between economic cost and

power consumption is taken into account in the design of the local search strategy. Thus,

local search is guided towards either: (a) optimization of CM with minimum increase in CP

(CM minimization search iteration), if CP (Si) ≤ Pmax holds for the initial state Si or (b)

optimization of CP with minimum increase in CM (CP minimization search iteration), if

CP (Si) > Pmax. A graphical representation of the localSearch procedure, with emphasis

on the interchange of search iterations, is depicted in Figure 3.1.
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Figure 3.1: Overview of the local search algorithm.

The core part of the localSearch procedure is described in Algorithm 2. It repre-

sents a local search iteration that targets economic cost optimization. Thus, the condition

CP (S) ≤ Pmax must be true for the algorithm parameter S (initial problem state). If

CP (S) > Pmax then algorithm execution will not lead to a state transition. However, in this

case the control logic of the localSearch procedure will invoke a variation of Algorithm 2

that performs power consumption optimization until reaching the limit Pmax. Its differences

from Algorithm 2 are localized in statements 1, 8, and 11 and their variants are included

as comments in the algorithm. Specifically, (a) in statement 1 radio interfaces are sorted

by descending wj of their associated bearers services first and then by total economic cost,

(b) in statement 8 the last parameter of searchStep is set to false and (c) in statement

11 a different objective function is used (function g). The role of the boolean parameter

in searchStep will be explained thereafter. The control flow of localSearch involves

the iterative execution of Algorithm 2 and its variation. The value of CP (S′), where S′ is
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the problem state after a local search iteration, determines which of the two algorithms will

be executed in the next iteration. Their execution is, thus, interchanged until a maximum

number of iterations is reached or until two successive iterations result in identical problem

states.

Algorithm 2: Local search iteration for cost minimization
input : Initial problem state S, power consumption limit Pmax

output: A new problem state S′

1 Sort radio interfaces R by descending cost cj , total power consumption ;
/* Sort radio interfaces R by descending wj, total economic cost */

2 foreach radio interface r in R do
3 Fr ← servedFlows(r) ;
4 Sort Fr by descending QoS qz, ascending bandwidth (bwu,z + bwd,z) ;
5 R′ ← R \ {r} ;
6 foreach flow fz in Fr do
7 foreach ri ∈ R′, i ∈ {1, .., |R′|} do
8 Si ← searchStep(r, fz, ri, true) ;

/* Si ← searchStep(r, fz, ri, false) */
9 Restore state S ;

10 end
/* Select a state transition that minimizes the value of f. */

11 j ← argi minf(S, Si, Pmax ) ;
/* j ← argi ming(S, Si, Pmax ) */

12 Restore state Sj ;
/* Continue and set as initial state the Sj. */

13 S ← Sj ;

14 end

15 end
/* Variable S now holds the final state after all applied transitions.

*/
16 return S

The main idea behind the algorithm for the local search iteration is the permutation

of flows across pairs of radio interfaces in a way that the objective function is minimized.

Specifically, starting from the most expensive or energy demanding radio interface (depend-

ing on the algorithm variation), a permutation procedure is executed for each served flow

against the other radio interfaces. This permutation procedure, called searchStep, is

described by Algorithm 3 and results to: (a) no state transition or (b) transition to a new

valid problem state. Thus, searchStep constitutes the neighborhood operation of the

local search algorithm. The possible state transitions concerning a certain flow fz are eval-

uated by an objective function and the algorithm continues from the state that minimizes

its value.
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The neighborhood operation searchStep requires four parameters: (a) a source ra-

dio interface rs, (b) a traffic flow f , served by rs, (c) a target radio interface rt and (d) a

boolean optimizeCM that is set to true, when searchStep is invoked during an economic

cost optimization iteration, or false when invoked during power consumption minimization.

Its purpose is to assign f to rt by associating rt with an appropriate bearer and pos-

sibly replacing one or more of its served flows. The function candidateBearers(r)

returns the bearer services of the same RAT with radio interface r, while the function

associatedBearer(r) returns the bearer service that is associated with r in the current

problem state. Procedure searchStep tries to assign f to rt by checking each candidate

bearer service, starting from bta and continuing with ascending cost cj or ascending wj ,

depending on the value of optimizeCM.

Algorithm 3: Procedure searchStep
input : Radio interface rs, Flow f, Radio interface rt, boolean optimizeCM
output: A new traffic flow assignment S

1 Bt ← candidateBearers(rt) ;
/* Get currently associated bearers with rt, rs */

2 bta ← associatedBearer(rt ) ;
3 bsa ← associatedBearer(rs ) ;
4 if optimizeCM then
5 Sort Bt by ascending cj , wj , descending Qj and (kd,j + ku,j) ;
6 else
7 Sort Bt by ascending wj , cj , descending Qj and (kd,j + ku,j) ;
8 end
9 foreach bearer bj in Bt starting from bta do

10 Ft ← append(f, bj) ;
11 if Ft 6= {f} then

/* f was successfully assigned to bj (Ft = ∅) or f was assigned to
bj and replaced other flows */

12 break;

13 end
/* else try to assign f to the next bearer */

14 end
/* Assign displaced flows to rs */

15 foreach flow ft in Ft do
16 append(ft, bsa) ;
17 end
18 return current flow assignment S

Flow assignment is performed by procedure append that (i) assigns f to bj , if it has

spare bandwidth (note that bj is considered to be serving the flows already assigned to its

corresponding radio interface rt), or (ii) replaces one or more served flows of rt so as to save

the required bandwidth. Flow replacement applies to flows that have QoS requirements
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equal or lower than f and their aggregate bandwidth requirements are lower than those

of f . Thus, append returns a set of flows Ft that contains: (a) ∅ if f was assigned to bj

without replacing any flows, (b) {f} if assignment of f was not possible, (c) one or more

served flows of rt. Replaced flows Ft are assigned to rs that has the required capacity, as

replaced flows have an aggregate bandwidth that is less than the required bandwidth of f .

Equations 3.18 and 3.19 describe the objective functions f and g, that are used respec-

tively in Algorithm 2 and its variation for power consumption minimization. Each objective

function evaluates a state transition from state Sa to state Sb given a power consumption

limit P . Function f favors state transitions that reduce economic cost and also cause the

least increase in power consumption per unit of cost decrease. State transitions that either

violate the power consumption limit or increase the economic cost are mapped to a very

large constant K. Finally, no state transition (Sa ≡ Sb) results to a function value of 0.

Objective function g has a similar role that favor’s power consumption minimization.

f(Sa, Sb, P ) =


CP (Sb)−CP (Sa)
|CM (Sb)−CM (Sa)| , CP (Sb) ≤ P ∧ CM (Sb) < CM (Sa)

0, Sa ≡ Sb
K →∞, in any other case,

(3.18)

g(Sa, Sb, P ) =


CM (Sb)−CM (Sa)
|CP (Sb)−CP (Sa)| , CP (Sb) ≤ P ∧ CP (Sb) < CP (Sa)

0, Sa ≡ Sb
K →∞, in any other case.

(3.19)

Functions f ′ and g′ (equations 3.20, 3.21) represent objective functions, alternatives to

f and g respectively, that may also be applied for the evaluation of state transitions. The

employment of these functions results to more aggressive minimization of the respective

objectives during local search. The reason is that each function favours state transitions

with maximum cost decrease, either economic cost or power consumption, rather than

transitions that establish the best trade-off between the two objectives. The functions

will be henceforth referred to as “greedy” objective functions. However, as it is shown

during algorithm’s approximation performance evaluation (Section 3.4.1), f ′ and g′ result

to inferior problem solutions.
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f ′(Sa, Sb, P ) =


CM (Sb)− CM (Sa), CP (Sb) ≤ P ∧ CM (Sb) < CM (Sa)

0, Sa ≡ Sb
K →∞, in any other case,

(3.20)

g′(Sa, Sb, P ) =


CP (Sb)− CP (Sa), CP (Sb) ≤ P ∧ CP (Sb) < CP (Sa)

0, Sa ≡ Sb
K →∞, in any other case.

(3.21)

Algorithm 4: Procedure findMinimumCostSolution
input : Radio interfaces R, Bearer services B, Flows F
output: An assignment S of bearer services and flows to radio interfaces

/* First Fit flow assignment heuristic */
1 Sort B by ascending cost cj , descending bandwidth (ku,j + kd,j) ;
/* Sort B by ascending wj, descending bandwidth (ku,j + kd,j) */

2 Sort F by descending bandwidth bz, descending QoS qz ;
3 foreach flow fz in F do
4 F0 ← {fz} ;
5 foreach bearer bj in B do
6 F ′ ← ∅;
7 foreach flow fk in F0 do

/* Assign fk to bj and, if required, replace 1 or more flows
currently served by the bearer’s respective radio
interface. Displaced flows will be assigned to subsequent
bearers. */

8 F ′ ← F ′ ∪ append(fk, bj);

9 end
10 F0 ← F0 ∪ F ′;

/* Flow fz and flows displaced by it have been assigned to a
bearer. Proceed with next flow in F. */

11 if F0 = ∅ then break;

12 end

13 end

14 return current flow assignment S

Finally, Algorithm 4 describes the construction of problem solutions that will be used as

initial states in local search. The algorithm describes the procedure findMinimumCost-

Solution of Algorithm 1, that approximates the minimum cost solution SM of a TFAP

instance. The algorithm performs a first fit assignment of flows to bearer services with

priority to low cost services. Assignment takes place with the use of append that was
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also used in searchStep. The construction of SM is based on the principle of reserving

capacity (through assignment of flows) from the most cost efficient bearers. Thus, bearer

services are sorted in ascending cost order prior to flow assignment. In case that two or

more bearers with the same cost have different capacity, priority is given to the highest

capacity bearer. The idea is to utilize as much as possible capacity at a given cost and leave

less traffic to be assigned to subsequent and, thus, more expensive bearers.

The minimum power consumption solution SP of a problem instance is approximated

by a variation of Algorithm 4 that differs from it in statement 1, where bearer services

are sorted by ascending wj and then by descending bandwidth. In this algorithm version

the power consumption represents the cost factor and, thus, priority is given to capacity

reservation on the most power efficient bearers. The variant of this statement is included

as a comment in the algorithm specification.

3.3.2 Handling local minima

The hill climbing local search algorithm, implemented by procedure localSearch, returns

at the end of its execution the minimum CM problem state, encountered during its search,

that does not violate the upper limit Pmax in power consumption. However, the returned

problem state does not necessarily represent a global minimum and, consequently, an exact

solution of the TFAP problem instance. Thus, in the proposed TFAP heuristic algorithm,

the outcome of each localSearch execution is treated as a local minimum and a random

restart of the local search is initialized. However, for reasons of execution efficiency, the

restart of the local search takes place for a limited number of iterations.

Algorithm 5: Procedure localSearchRS
input : Power consumption limit Pmax, Problem state So

output: A valid traffic flow assignment S

1 Sr ← localSearch(So, Pmax ) ;
2 foreach Radio interface ri in R do
3 Si ← findRestartState(Sr, ri ) ;
4 Sr ← localSearch(Si, Pmax ) ;

5 end
6 S ← Sr ;
7 return S ;

Algorithm 5 specifies the localSearchRS procedure, that combines local search with

random restarts through invocation of procedures localSearch and findRestartState.



3.3. A HEURISTIC ALGORITHM FOR THE TFAP 61

Specifically, given an initial solution, constructed through Algorithm 4, localSearchRS

executes local search with a series of restarts for each radio interface. Procedure findRe-

startState is responsible for the generation of the initial state Si for each restart of the

local search algorithm.

Algorithm 6: Procedure findRestartState
input : Initial problem state S , Radio interface rt
output: A new problem state S′

1 bta ← associatedBearer(rt ) ;
2 Randomly select a QoS value Q0 < Qta ;
3 Fr ← servedFlows(rt ) ;
/* Served flows of rt with higher QoS than Q0. */

4 F0 ← {fz ∈ Fr : qz > Q0} ;
5 Remove F0 from the served flows of rt;
/* Compatible bearer services of rt with higher QoS than Q0. */

6 B0 ← {bj ∈ Bt : Qj > Q0} ;
/* Remove the set B0 from compatible bearers of rt. */

7 Bt ← Bt \B0 ;
8 R′ ← R \ {rt} ;
9 foreach flow fz in F0 do

10 foreach ri ∈ R′, i ∈ {1, .., |R′|} do
11 Si ← searchStep(rt, fz, ri, true) ;
12 Restore state S ;

13 end
/* Select a state transition that minimizes the cost increase. */

14 j ← argi min (CM(Si)− CM(S)) ;
15 Restore state Sj ;

/* Continue and set as initial state the Sj. */
16 S ← Sj ;

17 end
/* Add B0 to the set of compatible bearers of rt. */

18 Bt ← Bt ∪B0 ;
/* Variable S now holds the final state after all applied transitions.

*/
19 return S ;

Algorithm 6 specifies the findRestartState procedure. It admits two parameters,

(a) a problem state S and (b) a radio interface rt, and returns a new problem state S′ for

local search restart. The restart state is produced by constraining rt to use a bearer service

of a lower, randomly selected, QoS class than the one it was associated to at the initial state

S (bearer bta in Algorithm 6). The main idea is to remove flows with high QoS requirements

from the radio interface rt, and, thus, to allow the local search to evaluate bearer services of

lower QoS that, although more expensive, provide higher capacity than bta. The removed

flows are assigned to other radio interfaces, with a minimum cost increase, by executing
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part of the local search iteration algorithm (Algorithm 2).

3.4 Evaluation of the heuristic algorithm

3.4.1 Solution accuracy and runtime performance

Experimental setting

The evaluation of the local search algorithm for the TFAP is based on the comparison of

heuristic and exact solutions for a large number of randomly generated problem instances.

Heuristic solutions are produced from a Java implementation of the proposed algorithm for

the TFAP, while exact solutions result from a tool capable of solving Integer Linear Pro-

gramming problems (Lingo [LIN09]) that will be henceforth referred to as ILP solver. The

random generation of problem instances is based on four problem templates, correspond-

ing to typical use case scenarios that motivate this work. Each problem template specifies

the problem dimensions, i.e., the number of flows, radio interfaces and available bearers

per radio interface. The other problem parameters are randomly generated, resulting to

problem instances that are characterized by different capacity availability and bandwidth

requirements.

The four use case scenarios are characterized by different types of terminal devices

where the algorithm logic is deployed, and different numbers of simultaneous users. These

scenarios are described below:

· UC0, UC1: A single mobile user is equipped with a smart-phone or netbook (MT1)

that integrates two and three radio interfaces (e.g., 3GPP, 802.11a/b, WiMax) re-

spectively. The user is engaged to various application sessions resulting to a total

number of 7 flows in UC0 and 11 traffic flows in UC1, either inbound or outbound

with different QoS and bandwidth requirements.

· UC2: The terminal device is a notebook (MT2) that integrates 4 radio interfaces

(3GPP, WiMax, 2 x IEEE 802.11a/b). The notebook serves its user’s traffic, as well

as traffic generated by other users working in the same team and using MT2 as an

Internet gateway. It is assumed that the connectivity between MT2 and other user

terminals is established through Bluetooth, forming thus a personal area network.

The traffic comprises 19 flows, either inbound or outbound, with different QoS and

bandwidth requirements.
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Table 3.2: Flows that constitute user traffic in the use case scenarios.

Flow
Id

Session type
Flow
Type

Direction QoS
Bandwidth require-
ments(kbps)

F1

Video
conference

Audio In C 16,32,64
F2 Audio Out C 16,32,64
F3 Video In C 64, 128, 192, 384
F4 Video Out C 64, 128, 192, 384

F5
Voice Call

Audio In C 16,32,64
F6 Audio Out C 16,32,64

F7
Video
Streaming

Video In S 64, 128, 192, 384

F8
Audio
Streaming

Audio In S 16, 32, 64

F9
Email
download

Data In I 64, 128, 256

F10 Email upload Data Out I 64, 128, 256

F11 Ftp upload Data In B 64, 128, 256, 384, 512

F12 Ftp download Data Out B 64, 128, 256, 384, 512

· UC3: A vehicular network setting is assumed in this use case scenario, where the

access device is a mobile router (MT3) with 6 radio interfaces. The mobile router

is incorporated in a vehicle (e.g., car or bus) and serves the traffic generated by

passengers on board. The traffic comprises 32 inbound or outbound flows at various

QoS levels.

The different traffic flows that are served by the terminal devices in the various use case

scenarios are described in Table 3.2. The Flow Id column assigns an identifier to each flow

for referencing purposes. Column Session type describes the user session that each flow

is part of, while Flow type refers to the type of content that a flow transfers. Direction

refers to the flow direction, either inbound or outbound, and the QoS column states the

QoS requirements of each flow. These requirements are specified by means of a QoS class

value that best matches the delay and jitter requirements of the user session. The QoS

classes that are considered are documented by 3GPP and range over: (i) Conversational

- C, (ii) Streaming - S, (iii) Interactive - I and (iv) Background - B. Finally, Bandwidth

requirements column refers to alternative bandwidth requirements of a flow depending on

user preferences, mobile terminal capabilities, available codecs etc. During random problem

instance generation the bandwidth requirements of flows are randomly selected among the

values contained in the aforementioned column.

Table 3.3 presents the served traffic in each use case scenario in terms of traffic flows
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Table 3.3: Traffic load served in use case scenarios

Use Case
Scenario

Active flows
Number
of flows

UC0 F1,F2,F3,F4,F9,F11,F12 7

UC1 F1,F2,F3,F4, F7, F9, F10, 2×(F11,F12) 11

UC2
2×(F1,F2,F3,F4), F7, 2×(F9, F10),
3×(F11,F12)

19

UC3
3×(F1,F2,F3,F4), F5, F6, F7, F8,
3×(F9, F10), 4×(F11,F12)

32

Table 3.4: Bearer capacity availability scenarios

Capacity avail-
ability

Bandwidth capacity values (kbps)

L 64, 128, 192, 256, 320, 384

M 256, 320, 384, 448, 512

H 384, 448, 512, 576, 640, 704, 768, 832

that are defined in Table 3.2. The multiplication of a set of flows by a number denotes the

number of active instances of the respective flows in the use case scenario. Thus, 2x(F11,

F12) means that the mobile terminal serves two flows of type F11 and two of type F12.

Concerning the radio access availability, the accessibility of 6 providers per radio interface

is assumed, each one providing Internet access at four QoS level (C, S, I, B). Thus, the total

available number of bearer services per radio interface is 24 (6 Conversational, 6 Streaming,

6 Interactive and 6 Background). The RAT for each one of the 24 bearer services, accessible

through a specific radio interface, is selected in a random manner among the radio interface’s

supported RATs. The supported RATs for a 3GPP radio interface are UMTS and GPRS,

while for a WLAN radio interface the supported RATs are IEEE 802.11a and IEEE 802.11b.

The cost of each bearer service is randomly generated while its capacity is randomly selected

from a number of predefined capacity values. Three scenarios of capacity availability are

considered for all bearer services: Low (L), Medium (M) and High (H). For each capacity

availability scenario, bearer capacities (equal for both uplink and downlink) are randomly

selected from the value sets included in Table 3.4.

For each combination of use case and capacity availability scenario, an experiment is

conducted for the evaluation of the TFAP heuristic algorithm. Thus, the proposed algo-

rithm’s evaluation process involves 12 experiments, each one corresponding to a different

combination of problem size and capacity availability. The tasks that are performed during

each experiment are:
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1. Generation of a large number of problem instances by randomly fixing the values of:

(a) flow bandwidth, (b) bearer service uplink and downlink capacity, (c) bearer service

cost, (d) bearer RAT. Each problem instance is characterized by different bandwidth

requirements and capacity availability.

2. Finding of the exact solution Se and the heuristic solution Sh of each problem instance

for 10 different limits on power consumption (Pi, i ∈ {1, .., 10}). Therefore, each

problem instance produces 10 pairs of exact and heuristic solutions (Se, Sh). The

set P = ∪{Pi} for each problem instance is generated after finding its minimum cost

solution Sm and minimum power consumption solution Sp with the help of the ILP

solver. Let Pm be the power consumption of Sm and Pp the respective value for Sp. As

Sp corresponds to a global minimum on power consumption, it holds that Pm ≥ Pp.

The equality denotes a single global solution Sm for the multi-objective optimization

problem and, thus, the set of limits contains just the value Pp. If Pm > Pp then the

set of limits comprises 10 equidistant values in the interval [Pp, Pm], including Pp, Pm.

3. Calculation for each pair of solutions (Se, Sh) of the approximation error em =
CM (Sh)−CM (Se)

CM (Se)
of the heuristic solution against the optimal one in terms of economic

cost. In the following section a product of em by 100 will be used and referred to as

percent approximation error. An equivalent metric ep is also calculated for the power

consumption.

Computational results

Table 3.5 summarizes the algorithm’s performance results for 12 experiments that corre-

spond to use case scenarios UC0-UC3. The results that are presented and analyzed corre-

spond to 900 different problems per experiment, each on being solved for 10 different limits

on power consumption. Thus, each experiment is evaluated on the basis of about 9000 exact

and heuristic problem solutions.

The first column (Exp. Id) of table 3.5 assigns an identifier to each experiment, while

column Description refers to the combination of use case and capacity availability scenario

that characterize each experiment. The third column includes the average percent approx-

imation error in economic cost per experiment, while the fourth presents the respective

average percent approximation error in power consumption. The negative values denote
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Table 3.5: Algorithm performance results per experiment

Exp. Id Description em% ep% Th (ms) T e (ms)

1 UC0, L 4.32 -1.49 4.68 174.90
2 UC0, M 3.99 -1.52 5.12 181.26
3 UC0, H 4.94 -2.51 5.88 194.89
4 UC1, L 6.30 -2.39 14.35 972.07
5 UC1, M 5.74 -2.03 16.74 1263.35
6 UC1, H 5.32 -2.03 22.46 1040.07
7 UC2, L 7.39 -2.17 58.74 4702.56
8 UC2, M 8.11 -2.36 68.50 5160.61
9 UC2, H 5.40 -2.40 91.82 4868.94
10 UC3, L 11.89 -3.45 400.31 9459.97
11 UC3, M 13.07 -3.51 536.60 11157.30
12 UC3, H 7.44 -2.95 600.06 16442.40

that the power consumption of heuristic solutions is generally lower than that of exact so-

lutions. Given the tradeoff that exists between economic cost and power consumption in

the TFAP these values are expected. Thus, the loss in economic cost is to a certain extent

compensated by the improvement in power consumption. Columns five and six present the

average execution time of the heuristic algorithm and the ILP solver for solving the various

problem instances on a standard workstation with a 2.2GHz dual core processor and 2GB

of RAM. The algorithm proposed in this thesis has an order of magnitude lower execution

time that ensures fast response and allows its deployment to mobile devices with limited

processing power capabilities.

Figure 3.2 presents the cumulative distribution of percent approximation error values for

the entire set of problem instances generated by the various experiments. The graph shows

that 77% of problem instances are solved with a percent approximation error in economic

cost lower than 10%, while 84% of them (65% of total) have percent approximation error

lower than 5%. On the other hand, the probability of having a percent approximation error

higher than 40% is 2.5%.

A detailed presentation of the distribution of approximation error values em per exper-

iment is included in Figure 3.3. Specifically, the diagram includes a different curve for each

value {1, ..9} of the Experiment Id axis (x axis), that correspond to the distribution of

approximation error values em of the experiments included in Table 3.5. The projections

of the distribution curves in the xy plane present the approximation error values em that

correspond to the points 40%, 60%, 80% and 95% of the cumulative distribution. The graph

shows that 80% of problem instances with low to medium size are solved with relatively
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Figure 3.2: Distribution of percent approx. error in economic cost over all problem instances.

high accuracy (15%), while about 75% of them (curve at 60% of cumulative distribution)

are solved with worst case approximation error lower or equal to 6%.

With regard to the problems that are generated on the basis of use case scenario UC3,

their exact solution can be obtained by solving relatively large ILP problems 2, with ILP

solver execution times that range from several seconds to hours. As the process of generating

a sufficient number of problem solutions was rather time consuming, the solutions of a

relaxation of the TFAP were used as benchmark. This relaxation is obtained by removing

the flow integrality constraints and, thus, allowing the distribution of each flow to more

than one interfaces. The resulting problem is a Mixed Integer Programming problem that

is generally easier to solve than the pure Integer Linear Programming (ILP). A mixed

integer solution of a problem instance is better or equal to the respective integer solution.

Thus, the approximation error em of heuristic solutions for the experiments 10,11 and 12,

as presented in table 3.5 and Figure 3.4, is overestimated. Nevertheless, given the problem

size, the results are rather satisfactory as 90% of problem instances for each experiment

have approximation error less than 29%.

2Based on the problem formulation described in [ZG08] each problem instance comprises 4752 variables
and 359 constraints.
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Figure 3.3: Distribution of percent approx. error in economic cost for experiments 1-9.

The evaluation of the impact of (a) random restarts and (b) alternative objective func-

tions, to the approximation performance of the proposed heuristic algorithm, has been

performed through solving the problem instances of experiments 1-12 with different algo-

rithm variations. The base version of the proposed heuristic algorithm will be henceforth

referred to as LS/RS (Local Search with Restarts) algorithm. The problem instances of

experiments 1-12 are also solved with (a) a limited version of the base algorithm without

restarts, LS algorithm, and (b) a version of LS/RS that employs the “greedy” objective

functions f ′, g′ that were introduced in Section 3.3.1.

Figure 3.5 presents the average percent approximation error in economic cost over all

problem instances for the three algorithm variations. The LS/RS algorithm outperforms

the other two algorithms, while the worst performance is exhibited by LS/RS with “greedy”

objective functions. The increased approximation error of LS algorithm is due to its en-

trapment to local minima and the absence of any mechanism for recovery from them. On

the other hand, LS/RS with “greedy” objective functions algorithm’s poor performance
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Figure 3.4: Distribution of percent approx. error in economic cost for experiments 10-12.
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is caused by the frequent interchange of the economic cost and power consumption min-

imization search iterations (see Algorithm 2). Specifically, the “greedy” minimization of

the economic cost objective, without taking into account power consumption, leads to fast
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Figure 3.6: Distribution of percent approx. error in economic cost, 3 algorithm variations.

crossing of the power consumption limit Pmax after a limited search of the problem state

space before Pmax. On the other hand, the “greedy” minimization of power consumption,

results to high economic cost states after reaching Pmax.

The distribution of the approximation error in economic cost, for the three algorithm

variations, is depicted in Figure 3.6. The figure presents results from all problem instances

generated by experiments 1-12. A more detailed view on the algorithms’ performance is

included in Figures 3.7, 3.8, where the distribution of the approximation error concerns the

sets of experiments 1-9 and 10-12 respectively. It is clear that the decline of LS and LS/RS

with “greedy” objective functions algorithms’ performance over LS/RS expands with the

increase on the size of problem instances.
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3.4.2 Performance evaluation in a dynamic simulation environment

The scope of this work lies on the specification and evaluation of a decision mechanism

for optimized utilization of connectivity and energy resources of a multi-homed MMT.

The MMT serves application traffic flows of one or more users and operates in a dynamic

environment. Thus, the decision context is not static but instead depends on changing

application requirements and available radio access resources. In this section an evaluation

through simulation is presented with focus on the merits and performance implications of

the decision mechanism when applied to the MMT over a specific time horizon. Issues

related to the actual enforcement of flow assignment decisions, that involve execution of

handovers and flow redirections, are complementary to this work and out of scope of this

work. For this reason, as well as for reasons of simplicity and execution efficiency, the

evaluation is based on a discrete event simulation system that is driven by events at flow,

rather than packet granularity. The focus of the evaluation is threefold: (a) estimation of the

approximation error of the proposed heuristic algorithm ALGh when taking into account the

domain of time, (b) comparison of ALGh with an extended version of an algorithm ALGu

that employs utility functions for network selection in a multi-mode device [NVAGD08],

and (c) estimation of the mobility management overhead associated with each algorithm.

The discrete event simulator is implemented in Java and models the random arrival of

events that correspond to: (a) arrival and termination of application traffic flows and (b)

changes in the available capacity of a set of radio access networks. The traffic flows are

generated by a number of users, that engage in video-conference, FTP upload/download

and HTTP sessions. Session arrival for each user follows a Poisson arrival process with

a rate that depends on the application type. The duration of video-conference sessions is

exponentially distributed with mean value 5 minutes and their arrival rate is 2 sessions/hour.

Each non real-time (NRT) session comprises a number of packet calls that is geometrically

distributed with mean 5. The arrival rate for NRT sessions (FTP, HTTP) is 6 sessions/hour

for each session type. The data volume and inter-arrival times of packet calls within a NRT

session are randomly generated according to [3GP04].

Each video-conference session corresponds to a pair of (incoming/outgoing) audio flows,

each one requiring 12kbps of bandwidth capacity, and a pair of 128kbps video flows. Re-

garding NRT sessions, each packet call pz with data volume vz is mapped to a traffic flow fz.

The bandwidth bz of fz is set to the minimum required bandwidth for meeting a maximum

tolerated file download time dz. Thus, bz = vz/dz, where dz depends on the application
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type and the data volume vz. In the simulations, dz = 3s is set for HTTP flows, while

for FTP flows dz is set to: (a) 45s, vz ≤ 2.5MB, (b) 120s, 2.5MB < vz ≤ 5MB and (c)

240s, vz > 5MB. Note that in a real setting dz will probably be part of user preferences.

The time variation of each RAN’s available capacity is modeled according to the method-

ology used in [SNW06] for the evaluation of network selection algorithms. Specifically, each

RAN is modeled as a Markov chain with 7 states and each state corresponds to a level of ca-

pacity availability, characterized by available bandwidth and access delay. State transitions

occur according to the state transition matrix used in [SNW06]. The intervals between state

transitions are randomly generated and follow an exponential distribution. Each state tran-

sition corresponds to a simulation event that, along with flow arrival and flow termination

events, trigger flow assignment decisions.

The simulation system models the operation of a multi-homed mobile router, deployed

in a vehicle (e.g., a sightseeing bus) that moves with relatively low speed in an urban area.

The mobile router is equipped with 2 UMTS and 2 WLAN (IEEE802.11a/b) radio inter-

faces. It is assumed that throughout the simulation duration the mobile router’s location is

constantly served by 4 UMTS, 5 IEEE 802.11a and 5 IEEE 802.11b access networks. The

charging rates of UMTS networks are higher than those of the IEEE 802.11a/b networks.

Specifically, the rate for each UMTS network is fixed throughout the simulation duration

and ranges from 6 to 9 monetary units per kbit, while for WLANs the charging rates range

from 1 to 5 units per kbit. The router’s served traffic comprises traffic flows that arrive

randomly from 5 users that engage in web browsing, FTP and video-conference sessions.

Each simulation execution corresponds to 3 hours of simulated time and focuses on the

minimization of the totally incurred economic cost. The randomly arriving flow and network

events are processed by the ILP Solver, ALGh and ALGu. Each algorithm maintains its

own, probably different, flow assignment state that is updated after each execution. The

ILP Solver decisions result to the minimum possible cost for a given event sequence. The

proposed heuristic algorithm ALGh is also compared with a network selection algorithm

ALGu that takes into account multiple criteria of different priority, evaluated by utility

functions [NVAGD08]. The criteria considered in this evaluation are: (a) cost Cc, (b) power

consumption gain Cge [NVAGD08], (c) available bandwidth Cb, (d) required QoS class Cq.

The priorities of Cc, Cge are set to 3 (high), 0 (ignored) respectively for all simulation

executions. Other priority levels used in [NVAGD08] are 2 (medium) and 1 (low). The

priorities of Cb, Cq depend on the served traffic and their configuration is explained below.
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Note that ALGu, as specified in [NVAGD08], focuses on the selection of a single RAN,

while for capacity or economic efficiency reasons more than one radio interfaces may need

to be activated. In this evaluation ALGu is used for the selection of more than one RANs

by applying it iteratively for the assignment of flows of QoS class C (conversational) and

then for S, I and B classes respectively. The iteration for each QoS class Qi involves the

following simple steps:

1. Set the priority of Cq to 3, 2, 1 or 0 according to the current value of Qi (C, S, I or

B respectively).

2. Set the priority of Cb on the basis of the ratio of total required bandwidth of Qi class

flows to the available capacity through all radio interfaces for traffic of class Qi. This

ratio is normalized and mapped to the allowable priority values {0, ..., 3}.

3. Evaluate available bearers with QoS class better or equal to Qi according to ALGu.

4. Assign flows of class Qi to the first possible bearer(s).

Figure 3.9 presents the percent approximation error in economic cost and energy con-

sumption of ALGh and ALGu, as it is averaged on 100 simulations. The performance of

each algorithm is compared against the economic cost and energy consumption incurred by

executing the ILP solver and enforcing its decisions upon all simulation events. Regarding

the execution frequency of ALGh and ALGu, a different policy has been adopted that is

more appropriate for a real-world deployment, where optimality needs to be balanced with

system stability. Specifically, each execution of ALGh or ALGu is followed by a phase

where new events are handled with the least possible modifications to the current state.

For instance, on a flow arrival event the new flow is assigned to the cheapest radio interface

with spare capacity, on a flow termination event no action is taken etc. This phase ends

with the arrival of any event that invalidates the current flow assignment, e.g., the QoS of a

used bearer service violates its flows’ requirements or assignment of a new flow is not pos-

sible. A new valid flow assignment is derived through algorithm execution and the process

continues. As illustrated in Figure 3.9, ALGh provides good approximation to the optimal

cost, despite the aforementioned conservative execution policy. Due to the large decline

from optimal economic cost, ALGu outperforms ALGh in terms of power consumption.

The average mobility management overhead caused by the application of the algorithms’

(ALGh, ALGu) decisions in each simulated scenario is depicted in Figure 3.10. The figure
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Figure 3.9: Average approximation error in economic cost and consumed energy.

presents the average number of flow redirections and horizontal handovers per minute trig-

gered by each algorithm. A flow redirection refers to the change of the serving radio interface

of an active flow, while a horizontal handover occurs when an active radio interface changes

its point of attachment to a different RAN. The graph shows that the overhead of ALGh

is very close to the respective overhead of algorithm ALGu, that represents a simpler and

more straightforward flow assignment scheme. In any case, the incurred mobility manage-

ment actions are limited, given the gain in economic cost and the number of concurrently

served users.
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Figure 3.10: Average number of flow redirections and horizontal handovers per minute.



Chapter 4

An Agent-based Architecture for

Handover Decision Support in

Heterogeneous Networks

4.1 Introduction

The fourth generation (or Beyond 3G-B3G) of mobile communications systems is orientated

towards the integration of available wireless access technologies. The envisaged architec-

ture of a 4G network comprises a variety of wireless access (WLAN, Bluetooth etc.) and

cellular 3G or 4G networks interfacing with access routers to a common core IP network,

that serves their interconnection and integration with earlier generation networks (PSTN,

ISDN, 2G/2.5G etc.) through appropriate gateway routers [Zah03]. Handover management

extends its scope in 4G targeting seamless mobility across cells: (a) of the same or differ-

ent technology (horizontal vs. vertical handover), (b) operated by the same or different

providers (intra-domain vs. inter-domain handover). Thus, additional factors need to be

taken into account during handover initiation and decision, such as user’s cost tolerance

and contractual constraints, applications’ requirements and priority, terminal device status

(battery status, available radio interfaces etc.) [SZ06]. In this context the role of handover

is being enhanced from maintaining connectivity to optimizing connectivity.

The sources of handover triggering events, as well as of the information required for

handover decision, do not lie exclusively on the network or link layers. Instead, given

that application and user related factors will be taken into account, higher layers, such as

77
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the application layer, would also have substantial contribution. Thus, an application layer

approach is required for a handover initiation and decision solution, as it is also proposed

in [GJ03] where the requirements for an Always Best Connected (ABC) service are set.

From a user viewpoint, a technical solution for handover initiation and decision enables

efficient connectivity in a context of multiple wireless access networks. However, from a net-

work operator’s perspective such a solution acts as a market enabler that allows clients to

either join or leave its network depending on their current utility. A trustworthy implemen-

tation of this capability cannot be offered by a single network provider. The reason is that

it has no incentives to provide reliable and in-time information regarding available wireless

networks and consequently let its customers utilize third-party services. A viable solution

should: (a) incorporate various wireless operators, (b) support market competition through

easy integration of new entrants, (c) adopt a common, unambiguous information schema

for interoperability of the exchanged information (e.g., descriptions of network capabilities,

so as to enable effective decision making), (d) build on a commonly accepted model of trust

relationships so as to be relied upon by users and network operators.

In this section an agent-based architecture is proposed for handover management in

4G with main focus on the initiation and decision phases of the handover mechanism. The

architecture is specified in terms of (a) definition of agent types and their deployment in user

terminals and access networks, and (b) description of agent collaboration for determining

the timing and target of handovers. Moreover, a study of the architecture’s integration

into a heterogeneous network setting, comprising 3G cellular networks and IEEE 802.11x

WLANs, is provided. Finally, performance implications of the proposed architecture are

analyzed on the basis of results drawn from a simulation system. The rest of this section is

organized as follows: Section 4.2 analyzes the business environment where the architecture

will be integrated. An overview of the architecture along with the merits of an agent-based

approach in handover management is presented in Section 4.3. Section 4.4 focuses on agent

collaboration during handover management. A performance evaluation of the proposed

architecture is presented in Section 4.5.

4.2 Business actors and their relationships

The architecture focuses on inter-domain handovers, as well as on vertical intra-domain

handovers. The assumption is that horizontal handovers in the bounds of a domain are
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transparently handled by the network’s mobility management mechanism. In the case of a

single network provider, available Radio Access Networks (RANs) may be interconnected

through a common core network. However, in this thesis the focus is on the more general

case where RANs provide access to different core networks, interconnected either directly or

through the public Internet. Two types of network providers are assumed: (a) core network

operators that manage zero or more possibly heterogeneous RANs attached to their core

network, (b) RAN operators that manage one or more RANs attached to the networks of

core operators.

End-users gain access to the services of various wireless providers through a single sub-

scription. This is enabled by a business entity that maintains roaming agreements with the

network operators and offers a value-added service on top of their network infrastructure.

Its role is analogous to that of an ABC service provider, as defined in [GJ03]. However,

it will be referred to as Multi-Access Provider (MAP) as the focus is on a subset of the

ABC service capabilities. MAP subscribers are not required to maintain contracts with

network providers-partners of the MAP. The MAP is responsible for their authentication

and bills them by aggregating their respective charges from the various network providers.

In addition, it supports handover management by providing a platform where (a) network

operators publish their services and (b) user terminals discover network services and select

the most appropriate on the basis of user, device and application related constraints.

However, MAP cannot guarantee the accuracy of information published through its

infrastructure. For instance, a network provider may publish service descriptions that do

not correspond to their actual, probably inferior, performance. In order to discourage

providers from abusing the infrastructure, the presence of the regulatory authority is deemed

important. The regulator is trusted by all actors and enhances the credibility of offered

services. Its role will be further analyzed in Section 4.3.3.

4.3 Architecture Overview

4.3.1 An agent based approach

The use of software agents facilitates the deployment, maintenance and management of

the system. The capability of a network node to host the execution of system components

depends on the presence in it of an agent platform. Once platforms are deployed, agents

can populate them either by self-motivated mobility or remote instantiation with the use of
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appropriate management software. In the same way new software versions can be deployed.

Management is enabled by management capabilities provided by the platform through a

standard interface (FIPA compatible agent platforms) [FIP10].

Interoperability of system components is a critical design issue as they will be imple-

mented by different parties (MAP, regulator, network providers, other application service

providers) with possibly different perspectives on the problem domain. A straightforward

approach for interoperability is based on the definition of Application Programming In-

terfaces (APIs) and messaging protocols. Such specifications are implementation specific,

focus on the syntax of the messages and may have different interpretation by the various

providers. Agent interoperability is based on the exchange of messages expressed in one

of the widely accepted Agent Communication Languages (ACLs), FIPA ACL [FIP02a] or

KQML [LFP99]. An ACL message encapsulates the communication payload and describes

it in a domain independent way with a predefined set of attributes. The payload is ex-

pressed in a content language (e.g., KIF, RDF) with the use of vocabulary from shared

ontologies. Consensus, thus, among providers is reached at a higher, conceptual level that

ensures unambiguous interaction.

4.3.2 MAP Network Architecture

The specification of the proposed architecture, as well as a study of its integration in the

infrastructure of current wireless networks, will be presented with reference to a 4G het-

erogeneous network setting. For the sake of simplicity three types of wireless providers will

be considered: (a) 3GPP (GSM/UMTS) operators, offering packet switched as well as cir-

cuit switched services, (b) WLAN providers, operating IEEE 802.11x WLANs for Internet

access in public hot spots and (c) Interworking-WLAN (I-WLAN) providers.

An I-WLAN provider manages a WLAN RAN that interworks with the core networks of

one or more 3GPP systems, henceforth referred to as 3GPP Public Land Mobile Networks

(PLMNs) or simply PLMNs. Recall that the 3GPP-WLAN interworking architecture has

been specified by 3GPP [3GP08a] with purpose of (i) enabling WLAN public access to

subscribers of PLMN operators and (ii) enabling WLAN access to IP-based services of the

3GPP PS domain. An I-WLAN allows a mobile terminal to be authenticated by its home

PLMN (HPLMN) and use packet switched services of the HPLMN, other visited PLMNs

(VPLMNs) or directly connect to the public Internet via the I-WLAN network depending

on user subscription terms.
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Figure 4.1: MAP network architecture

Figure 4.1 depicts a simple 4G setting that will be used as a case study for the de-

scription of various operational scenarios of the proposed approach. In this setting, the

MAP cooperates with a WLAN, a UMTS (UMTS1) and an I-WLAN operator. The latter

provides access to core services of UMTS1, in addition to basic Internet access. Moreover,

it is assumed that the coverage areas of all wireless access networks intersect in the user’s

geographical region. A contract with the MAP enables a user’s access to services offered by

all MAP partners. Each wireless provider and the regulator incorporate an agent-platform

in their core networks in order to participate in the architecture. Especially for operators

of networks with broad geographical coverage, the management of more than one instances

of an agent-platform may be required for efficiency and load distribution purposes. Each

instance can serve the users of a geographical region, e.g., a city or a more restricted area.

The MAP’s network infrastructure is also outlined in Figure 4.1. It comprises an IP

backbone that interconnects a set of core elements. These core elements, accessible by

terminals and wireless networks through the public Internet, include:

· a Geographical Information System (GIS) for location-based retrieval of information

related to the type and coverage of its partner- networks,

· a Mobile IP Home Agent (HA) for macromobility support,
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· an Agent Platform hosting agents that wrap services offered by other core elements

and make them accessible to agents distributed in user terminals and access networks,

· a Home Subscriber Subsystem (HSS) accessible by HSSs of 3GPP networks for au-

thentication and authorization purposes, call routing and user profile retrieval, and

· an AAA server that interfaces with respective AAA servers of network providers using

RADIUS or Diameter. It is referenced by them for user authentication and authoriza-

tion, while it concentrates their charging records for billing purposes. The AAA server

interfaces and acts as a proxy to HSS that is the primary source of authentication,

profile and authorization information.

Concerning user terminal equipment, a MMT is assumed, capable of connecting to both

IEEE 802.11 and UMTS networks. A basic requirement for a MMT is the integration of a

UICC smart card with USIM/SIM modules for authentication with UMTS/GSM networks

respectively. UICC smart cards are owned by the MAP and include each subscriber’s

International Mobile Subscriber Identity (IMSI) that is also issued by the MAP.

4.3.3 Agent types and functionality

Figure 4.2 depicts the architecture’s agent types, along with the agent platforms that host

their execution. Agents’ different shading is indicative of the authority they represent.

Platforms comply with the FIPA agent management reference model [FIP10] that specifies

three basic logical components: (a) Agent Management System (AMS) agent, (b) Directory

Facilitator (DF) agent and (c) the Message Transport Service (MTS), the default commu-

nication method between agents on different platforms. AMS is a mandatory component

that provides agent registration, life cycle control and white pages services, while DF is an

optional component that provides yellow pages services to the agents of a platform. The

ownership of AMS and DF correlates with the administration of the platform. Agent com-

munication is based on ACL messages expressed in either FIPA ACL or KQML [LFP99].

Message transport is carried out over TCP/IP with use of HTTP, IIOP, WAP etc.

Multi-access provider agents

They wrap services offered by the MAP’s core elements and provide them via an ACL

interface to other agent types executing in wireless networks and user terminals. Among

the main support services offered by the MAP agents are:
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Figure 4.2: Agents comprising the architecture.

· software distribution, where latest versions of drivers and software libraries are dis-

tributed on demand in order to enhance the utilization of the terminals’ network

interface(s),

· management of user profile information, that is transferred to authorized agents in

order to reason and act upon it, and

· location-based retrieval of network information. The geographical coverage of each

RAN as well as information concerning its type and offered services are stored in

MAP’s GIS. MAP agents interface with the GIS and serve requests on (a) the wire-

less networks of certain type that cover a geographical location and (b) the wireless

networks that have overlapping coverage and the same type with a given network.
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Wireless provider agents

A wireless provider’s platform executes agents that represent all business actors except for

the regulator. The platform includes one Network Provider agent (NP-agent), one Network

Monitor agent (NM-agent) and several Access Facilitator agents (AF-agents) representing

the wireless provider, the MAP and currently connected users respectively. NP-agent pro-

vides an ACL interface for controlled access to network management information of the

current network. The information exposed by the NP-agent includes descriptions of infor-

mation transfer services provided by its network, characterized by various attributes such

as QoS, cost etc. NM-agent aggregates information regarding access networks that intersect

with the current network’s coverage area. This information is retrieved through subscrip-

tion to respective NP-agents. Each NM-agent serves numerous AF-agents, corresponding

to the current network’s users. AF-agent is a user proxy responsible for handover initiation

and decision and subscribes to NM-agent for receiving information on networks with pre-

sence to the MMT’s current location. It incorporates user and terminal profile information

relevant for its decision making. In order to minimize network latency in its communication

with the terminal’s agents, AF-agent migrates and executes each time in the platform that

corresponds to the current access network.

Terminal device agents

Each terminal device utilizing the MAP services, hosts two agent types that are user repre-

sentatives, Profile agent (P-agent) and Connection Manager agent (CM-agent). P-agent’s

role is to communicate the perceived QoS, user preferences and application requirements

to AF-agent in order to make informed decisions on the target and timing of handovers.

CM-agent is responsible for successful execution of handovers, initiated by the user’s cor-

responding AF-agent. Handover execution is preceded by a procedure that determines the

terminal’s capability (in terms of software requirements, RSS) of accessing the selected

network. Note that the terminal’s hardware configuration is taken into account during

handover decision by AF-agent that informs CM-agent of the appropriate driver versions

and protocol implementations that the terminal should support in order to connect effec-

tively to the specified network. CM-agent checks the terminal’s software configuration and

reports any deficiencies to a MAP agent in order to download updated versions.
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Regulator agents

The software agents that execute on the regulator’s platform wrap appropriate databases,

and either update or make their contents available to other agents. Two types of databases

are considered: (a) a database DBl with service licenses granted to the various network

operators, (b) a customer complaints database DBc. On the basis of DBl contents, re-

gulator agents provide information regarding network providers and the services they are

licensed to offer. Such information is requested by NM-agents whenever a new type of

service is retrieved from a NP-agent. Moreover regulator agents, update DBc on the ba-

sis of notifications related to misleading service descriptions published by providers. Such

notifications are sent by P-agents whenever the QoS of a service declines significantly from

that advertised. These notifications are analyzed by the regulator and, if necessary, further

investigation is conducted. DBc is also updated with notifications regarding locations with

high radio interference. P-agents send such information whenever high interference is per-

ceived by the MMT. The regulator can check areas with high concentration of notifications

for operation of unlicensed antennae.

4.4 Handover Mechanism

4.4.1 Network Provider Platform Bootstrap

Bootstrapping of a network provider’s platform involves authentication of the platform’s

NP-agent with the MAP and download of the latest version of the NM-agent software.

Figure 4.3 presents the message exchange during I-WLAN’s agent platform initialization.

After its instantiation (2), NM-agent requests from the local NP-agent geographical infor-

mation regarding the coverage area that this platform serves (3). On the basis of such

information NM-agent retrieves from the MAP the addresses of NP-agentWLAN and NP-

agentUMTS−1 that correspond to networks that intersect with the given coverage area (4).

Finally, NM-agent retrieves bearer service descriptions from all relevant NP-agents through

subscription (5, 6, 7). Adoption of a subscription model allows only modified service de-

scriptions to be propagated to NM-agents, thus minimizing network traffic that could be

generated by periodically polling NP-agents for their offered services.
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4.4.2 Handover Initiation

Handover initiation is an iterative task that triggers handovers whenever the terminal’s

current connection(s) do not meet the applications’ requirements in terms of bandwidth,

QoS, security etc. P-agent perceives and makes available to AF-agent a series of handover

initiation events such as:

· link quality degradation on an active radio interface,

· change to connectivity requirements due to the start or termination of an application,

· change to the status or configuration of the terminal device, e.g., low battery level,

availability or unavailability of a radio interface,

· special core network capabilities required by an application, for instance sending a

MMS message requires access to the core of a 2.5/3G network,

· discovery of a new access network.

AF-agent also perceives handover initiation events from NM-agent whenever the status

of a subscribed network (e.g., congestion level) changes.

NM-agent
I-WLAN

NP-agent
I-WLAN

MAP NP-agent
WLAN

NP-agent
UMTS-1

1: authentication

2: instantiate

3: Retrieve coverage area

4: Get intersecting networks

5: subscribe

6: subscribe

7: subscribe

Figure 4.3: Bootstrapping of network provider’s platform
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P-agent AF-agent NM-agent

1: Perceive L2 or L3 network identification

2: inform(discovered-network(NetId) )

3: subscribe(NetId)

4: inform(supported bearers)

5: handover decision
6: inform(HO target & access information)

CM-agent

7: query-if(handover supported)

true

8: inform(executing handover)

9: Migrate to target agent platform

Figure 4.4: Handover initiation and decision

Agent interaction in a scenario of new wireless network discovery is presented in Fi-

gure 4.4. It is assumed that the MMT is initially connected to the UMTS network. As it

approaches a hot spot covered by the WLAN provider, its WLAN interface starts receiving

IEEE 802.11 beacon frames from WLAN APs. Each beacon frame incorporates a SSID

information element that identifies the WLAN provider. This information is extracted and

made available to P-agent through an appropriate event (1). However, besides network

identification, beacon frames do not include other information attributes that may assist

the MMT’s handover decision. Such information could be retrieved after associating with

the AP, a relatively time consuming task that may prove useless, if finally the WLAN is

not selected. In the proposed approach discovery of bearer service information is delegated

to the AF-agent. P-agent notifies AF-agent through its current UMTS connection on the

perceived event with an initiate handover message that includes the discovered network’s

SSID (2).
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Information on the types of bearer services offered by each wireless network is retrieved

by AF-agent through subscription to the local NM-agent (messages 3, 4). On subscription

initiation, AF-agent provides to NM-agent an identification of the network that is inter-

ested on receiving information about. AF-agent’s subscriptions span only wireless networks

that are available in the MMT’s current location. These networks are discovered by the

MMT on the basis of L2/L3 information received by its radio interfaces. As an alterna-

tive, MMT’s current location, retrieved by a GPS receiver, could be utilized for network

discovery. AF-agent decides on the most appropriate target for handover (5) and forwards

to P-agent all relevant information for handover execution (network type and registration

information, protocol versions, authentication type etc.)(6). P-agent requests the execution

of the handover from CM-agent (7) that assesses the terminal’s capability of connecting to

the proposed network. In the positive case, P-agent notifies AF-agent (8) that migrates

to the target network’s agent platform in order to serve its principal with the minimum

network latency (9). Note that in case of multi-homed MMTs, that maintain connections

with more than one networks, AF-agent’s migration takes place towards the network that

provides the lowest communication delay with the terminal’s agents.

AF-agentP-agent NM
UMTS-1

NM
WLAN

AMS
UMTS-1

1: Evaluate migration targets

2: unsubscribe

3: inform(moving-to WLAN)

4: request(move-agent(WLAN platform))

AMS
WLAN

5: Transfer agent state & code

6: Restore agent execution

7: inform(moved)

9: Initialize key exchange

10: subscribe

MT platform Current UMTS-1 agent-platform Target WLAN agent-platform

AF-agent

8: Wait for P-agent contact

Figure 4.5: AF-agent migration from UMTS-1 to WLAN agent platform.
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A more detailed description of AF-agent’s migration procedure is depicted in Figure 4.5.

Continuing the above scenario, AF-agent decides to migrate to the agent platform of WLAN,

that is the MMT’s target for handover execution (1). Before migration, AF-agent unsub-

scribes from NM-agentUMTS−1 (2) and informs P-agent of the new platform that will host its

execution (3). Agent migration is requested by the current platform’s AMS (AMSUMTS−1)

(4) that transfers agent state and code to AMSWLAN (5). The latter restores AF-agent’s

execution (6) and informs the former on the migration success (7). After resuming its ex-

ecution on the new platform, AF-agent waits a contact from P-agent in order to continue

its normal operation (8). P-agent communicates with AF-agent once handover execution to

the new network is complete. A key exchange takes place among agents in order to prove

their identity (9) and finally AF-agent subscribes to NMWLAN (10).

4.4.3 Handover Decision

Recall that the heterogeneous network setting described in Section 4.3.2 assumed a MMT

located in an area served by WLAN, UMTS and I-WLAN network operators. In this

setting, handover decision extends its scope to the selection of both wireless access and

core networks. A basic requirement for optimal selection of access and core networks is

a consistent and commonly adopted data model for describing data transfer services. In

this thesis, the adopted approach for the description of the various services is based on

the categorization and attributes used in [3GP10d, 3GP09f] for the characterization of

telecommunication services in a 3GPP PLMN. Specifically, telecommunication services are

classified into bearer services, that provide information transfer between access points of

a network, and teleservices that provide a complete capability. The service descriptions

published by network providers, through NP-agents, belong to the bearer service category.

As handover execution, in most approaches, is handled in the data link (L2) or network layer

(L3), handover decision involves selection of L2 or L3 bearer services offered by different

networks. Bearer services are described in [3GP10d, 3GP09f] through a set of attributes

(see Table 4.1 for a subset of them).

The structure of a bearer service description is depicted in the class diagram of Fi-

gure 4.6. The protocol that is used by a bearer service for information transfer as well as

a description of its endpoint and its access requirements (e.g., authentication method) are

provided by the “Access Interface” service attribute. Its range is set to instances of the

Protocol Endpoint class that has the same semantics as the respective class defined in the
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Common Information Model (CIM) Network Model specified by Distributed Management

Task Force (DMTF) [DMT10]. The Protocol Endpoint (PE) class identifies the address or

location where the bearer service is available and incorporates service configuration infor-

mation (e.g., supported packet size, negotiable QoS attributes, authentication methods).

Moreover, the class characterizes the OSI stack layer that the service belongs to. For in-

stance, the LAN Endpoint and IP Protocol Endpoint classes, defined in [DMT10], extend

PE and describe L2 and L3 bearer service endpoints respectively.
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Figure 4.6: Class model of bearer service descriptions.

For the assumed network setting, a set of additional Protocol Endpoint subclasses need

to be introduced for the description of available bearer services. These classes, depicted in

Figure 4.6, are: (a) I-WLAN Protocol Endpoint that extends the WLAN Protocol End-

point [DMT10] by appending the “EAP Method” attribute that specifies the protocols that

are supported for 3GPP authentication, (b) Wireless Access Point Name (W-APN) that

identifies a L3 access point to the PS domain of a 3GPP network interworking with a

WLAN (note that instances of W-APN class characterize the “Access Interface” of 3GPP

core bearer services) and (c) GPRS Protocol Endpoint that identifies a packet data network

in a PLMN.

The types of core networks that are accessible through a given RAN are specified in

the “Accessible Core Network Types” attribute, while the endpoints of their respective

core bearer services are given in the “Core Access Interface” attribute. The latter is a
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multi-value attribute and ranges over instances of the Protocol Endpoint class. The bearer

service descriptions that correspond to the aforementioned core access interfaces should also

be provided by the NP-agent of the wireless network that interworks with them and made

available to NM-agents. Finally, the cost of using a certain bearer service is specified in the

’Cost’ attribute that ranges over instances of the ’Cost Structure’ class.

Table 4.1: Bearer service description

Attribute name Values

Information
Transfer attributes

Connection mode Connection oriented, Connectionless
Traffic type Constant or Variable Bit Rate
QoS Instance of qos class
Communication
configuration

Point to Point (PTP), Point to Multi-
point (PTM), Broadcast

Symmetry Unidirectional, Bidirectional Symmet-
ric, Bidirectional Asymmetric

Access attributes Access interface Instance of Protocol Endpoint class

Interworking attributes
Type of terminat-
ing network

PSTN, ISDN, PSPDN, PDN1, PLMN,
direct internet access

Accessible core net-
work types

PSTN, ISDN, PSPDN, PDN, PLMN

Core access inter-
face

Instances of Protocol Endpoint class

General attributes Cost Instance of Cost Structure class

On the basis of bearer descriptions retrieved from NM-agent, AF-agent creates the best

combination for user access. At first, a selection of Access Bearers (ABs) (i.e., bearer

services with an L2 wireless protocol endpoint) takes place that are usable by the MMT’s

radio interfaces. Next, Core Bearers (CBs) are retrieved that are accessible through the

selected access bearers, i.e., bearers that their “Access interface” matches the “Core access

interface” of at least one of the selected access bearers. As a result a set of pairs (ABi,

CBi) is created. The value of “Type of terminating network” attribute is then checked in

order to ensure that the type of termination required by MMT applications is provided by

selected bearers. This filtering does not apply to access bearers that interwork with at least

one core bearer. The combined cost and QoS of each pair (ABi, CBi) is then calculated

and used as input to a TFAP algorithm, as the one described in Section 3.3 or one of the

methods proposed in [SJ05] or [XV05].

1Packet Switched Public Data Network, Public Data Network
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4.4.4 Mobile Terminal’s Initial Access and Authentication

During initial log on of a disconnected MMT, network selection aided by AF-agent, is not

possible. Its instantiation takes place after successful authentication through a network

provider supporting the MAP services. In this case network selection is based on a pre-

defined priority list of wide coverage providers. After user authentication, P-agent and

CM-agent are instantiated on the MMT’s agent platform while an AF-agent instance is cre-

ated in the MAP agent platform and moves to the platform of the user’s current network.

The terminal authenticates with the MAP at initial log on and prior to each inter-domain

handover. Authentication is carried out by the terminal’s Universal Integrated Circuit

Card (UICC) that incorporates appropriate software modules such as Universal Subscriber

Identity Module (USIM), for authentication with UMTS over UTRAN, and Extensible Au-

thentication Protocol (EAP)-Authentication and Key Agreement (AKA) that allows the

execution of the UMTS AKA protocol over a WLAN access network [KH03]. Authenti-

cation information is forwarded through the current wireless provider’s AAA or HSS to

the corresponding elements of the MAP that is responsible for user authentication and

authorization.

4.4.5 Handover execution

The proposed approach is transparent to handover execution protocols and various mech-

anisms, either network, transport or application layer may be employed in order to ensure

flow continuity across different RATs or domains. As regarding the incorporation of Mobile

IPv6 in the architecture, MIPv6 Home Agent (HA) is situated, as described in Section 4.3.2,

in the MAP’s domain. Mobile terminals authenticated with the MAP perform binding

updates to the HA with their current care-of addresses (CoAs) in order to be reachable

by correspondent nodes through their public Home Address (HoA). Routing optimization

should be applied where possible (it depends on the capabilities of the correspondent node)

so as to avoid transforming the MAP domain to a traffic bottleneck.

Other aspects of MIPv6, such as the multi-cast of router advertisements for mobility

detection can be incorporated in the network discovery mechanism of the proposed archi-

tecture. Router advertisements are used in IPv6 and MIPv6 for stating the availability

of a router. A mobile terminal receives router advertisements and forwards them to AF-

agent in order to subscribe to NM-agent to network descriptions that correspond to the
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discovered access router. The new network descriptions are then utilized by AF-agent in

its decision process. On the other hand, when router advertisements of the current network

are no longer received by the MMT, AF-agent is notified in order to unsubscribe from the

respective network descriptions.

4.5 Performance evaluation

In [CVS+04] a partitioning of the handover latency is proposed, where the total latency

THO, is broken into three main components, namely detection period Td, address configu-

ration interval Tc and network registration time Tr, THO = Td + Tc + Tr. As the main

focus of the proposed approach is on the selection of the timing and target for handover ex-

ecution, the latency introduced to the handover procedure due to its operation corresponds

to the detection period component of the above partitioning.
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Figure 4.7: Average Detection Period on various network loads.

A simulation system has been implemented in order to estimate Td and study the

performance of agent migration. System implementation is based on JADE 3.4 [jad10a],

a widely-used framework for developing agent-based applications. The simulation setting

that has been deployed in order to estimate Td comprises two agent platforms P1 and P2

that serve the users of two IEEE 802.11g Access Points (APs), AP1 and AP2 respectively.

Each platform executes on a 3.2 GHz Pentium 4 workstation with 1 GB RAM and hosts

the set of agents described in Section 4.3.3. As concerning user representative agents, an

instance of AF-agent is executed for each MMT that is associated with an AP, regardless
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Average migration delay

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

0 5 10 15 20 25

Average number of migrating agents per sec

D
e
la
y
 i
n
 m
s
e
c
s 80 agents/7KB agent state

40 agents/7KB agent state

120 agents/4KB agent state

80 agents/4KB agent state

40 agents/4KB agent state

Figure 4.8: Average Migration Delay.

of having or not an active data session with it. A third agent platform P0 hosts P-agents,

that correspond one to one to AF-agents executing in P1 and P2. Each P-agent generates

VoIP call establishment requests REQ that trigger handover decisions to their corresponding

AF-agents. AF-agents incorporate an implementation of the AHP-GRA network selection

algorithm [SJ05] that is executed upon each request. The result RES is sent back to P-agent

and the round-trip time corresponds to Td.

The VoIP service is selected as a type of traffic in order to study performance results in

a setting with strict QoS requirements. The call duration and inter-arrival times are expo-

nentially distributed. Call servicing and thus the network load is simulated by NP-agents.

The average packet delay under various network loads is estimated by a WLAN simulator,

Pamvotis [VZ10]. Pamvotis is also used for an estimate of the AP’s capacity, in terms of

VoIP sessions. As the VoIP service requires delay values to be less than 150ms in each

direction, capacity threshold is set to a number of sessions that satisfies this requirement.

For the simulation setting included in Table 4.2 the AP capacity is 37 sessions.

Table 4.2: Simulation parameters

Pythagor Simulation parameters Network load generation parameters
AP Data rate 11Mbps Call Duration Exponential µ=0,0083s−1

VoIP Packet length 200B Call Arrival Poisson λ=0,245s−1

VoIP Packet rate2 25pkt/s AP Capacity C=37 VoIP sessions
VoIP Bit rate 80Kbps Call Blocking Prob. 30%

2One way packet rate. A total of 80Kbps is required for a single call, 40Kbps in each direction.
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The average Td has been estimated for 200 AF-agents executing in each of P1, P2.

The simulation setting involves high utilization of both WLAN APs with call blocking

probability equal to 30%. The average duration of VoIP sessions is set to d = 120s and, thus,

random duration values follow an exponential distribution with parameter µ = 0, 0083s−1.

Given that VoIP call arrivals follow a Poisson distribution, the system can be modelled as

M/M/m/m queueing system, i.e., a system with m=37 servers and no waiting room. The

call blocking probability of this system is given by Erlang B loss formula [Kle75]

Pm =
Em

m!∑m
i=0

Ei

i!

,

that is used for estimation of λ, given the values of Pm, µ and E = λ
µ . Figure 4.7 presents the

average Td as it evolves with the number of active sessions on the AP. The message transport

delay (Tm) corresponds to the latency introduced by the wireless access network for the

transport of both REQ and RES. The average message size for REQ and RES is 300B and

1700B respectively. The diagram shows that Td is equal to Tm plus an overhead of about

50ms due to agent collaboration. Thus, Td remains in reasonable levels, considering that

in case of WLAN/GPRS vertical handovers it has values in the order of 100ms [CVS+04].

In future extensions of this work, Td will be studied under larger scale deployments.

As JADE 3.4 does not support inter-platform mobility, a third-party service has been

employed for the implementation of agent migration in the simulation system. The Inter-

Platform Mobility Service (IPMS) [Dep10] integrates with the JADE agent platform and

utilizes the platform’s message transport service for implementing agent migration between

different JADE platforms. In IPMS, the platform’s AMS packages the migrating agent’s

code and state in an ACL message - ACLm - and sends it to its peer AMS in the remote

platform that restores the agent’s execution.

A simulation setting comprising two JADE platforms has been deployed in order to study

the performance of agent migration. Each platform executes a number N of AF-agents that

migrate at exponentially distributed intervals, thus, generating a Poisson distributed series

of migrations with a total rate λ. Experiments have been performed for various values of λ

and N and the results are presented in Figure 4.8. A third determinant of migration delay is

the size of the migrating agent’s code and state. Due to the relatively large size of AF-agent’s

code (100KB) a modification was introduced to the IPMS source code in order to disable

agent code packaging in ACLm. The assumption is that agent code will be pro-actively
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transferred and cached to platforms of “neighbouring” cells before handover execution. The

graph in Figure 4.8 shows a significant increase in migration latency (especially for high

migration rates) as the agent state raises from 4KB to 7KB. A good design of AF-agents that

limits the size of agent state, as well as the use of high processing power servers for hosting

the agent platforms can moderate the migration delay. However, it must be highlighted that

migration delay does not contribute to handover latency, as agent migration takes place in

parallel with handover execution. The restriction here is that its value should be lower than

handover latency so that AF-agent will be available to the MMT when the connection to

the new network is established.



Chapter 5

Conclusions & Future work

5.1 Conclusions

This thesis contributes to the broader area of network selection and handover decision in a

heterogeneous network setting. This network setting, ofter referred to as 4G, is characterized

by multiple Radio Access Networks (RANs), of possibly different Radio Access Technology

(RAT), interworking through a common IP core network or different core networks inter-

connected through the Internet infrastructure. Network selection is part of the handover

management procedure and targets the selection of the best point of access and service level

for maintaining the level of connectivity required by user applications. In a heterogeneous

network setting the range of choices allows network selection to serve additional user ob-

jectives to service continuity, e.g., economic efficiency, device energy autonomy. This thesis

studies the network selection problem in the presence of multi-homing support from both

the network side and the end-host. Specifically, a mobile terminal is assumed, equipped

with two or more different radio interfaces that has the role of an end-host or mobile router.

The multi-homing capability widens the scope of network selection to also involve the se-

lection of radio interfaces that need to be activated and the decision on the distribution of

traffic flows to them. The latter is necessary since traffic requirements are an important

decision factor on the majority of network selection schemes. Thus, the problem has three

dimensions: (a) radio interface activation, (b) bearer service selection for activated radio

interfaces, (c) assignment of traffic flows to activated radio interfaces.

In this thesis the three subproblems are handled in a uniform manner with the specifi-

cation of the Traffic Flow Assignment Problem (TFAP). TFAP focuses on the assignment
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of application traffic flows (either inbound or outbound) on appropriate radio interfaces

and bearer services in a way that establishes the best trade-off between economic cost and

power consumption. Economic cost refers to network usage cost while power consumption

is due to the operation of activated radio interfaces. The assumptions that underpin the

trade-off between them are: (a) the availability of bearer services of comparable cost across

the mobile terminal’s radio interfaces (b) the existence of a positive correlation between

network usage cost and provided capacity. Based on these assumptions and given that the

traffic load of the Mobile Multi-mode Terminal (MMT) cannot be served by a single radio

interface (due to capacity or QoS restrictions), the minimization of economic cost involves

distributing traffic flows to radio interfaces with access to the cheapest bearer services. On

the other hand, minimization of power consumption requires the activation of the least pos-

sible number of radio interfaces by associating them with high capacity and usually higher

cost bearer services

The proposed analytic formulation for TFAP results in a bi-objective combinatorial

optimization problem. The bi-objective optimization problem is solved after its transfor-

mation to a single-objective optimization problem. Specifically, economic cost is selected

as a primary objective for optimization, while power consumption is used as an additional

problem constraint through the definition of an upper limit for its allowed values. The

limit on power consumption is not constant for all problem instances but depends on device

status (e.g., energy reserves) and context and is calculated, when required, by the mobile

terminal’s power management subsystem. This thesis includes a study on TFAP’s complex-

ity through reduction from the Multiple Knapsack problem with Assignment Restrictions

(MKAR). Since MKAR is NP-hard, TFAP is also NP-hard and approximation algorithms

are required for fast derivation of problem solutions.

A heuristic local search algorithm is introduced towards this direction that is charac-

terized by efficient execution times for a wide set of realistic problem sizes. The quality of

approximation is rather satisfactory and is evaluated through comparison of heuristic and

exact solutions for a large set of randomly generated problem instances. Specifically, the

algorithm’s approximation error in economic cost has an average value below 8.1% for prob-

lems of small to medium size. Regarding the distribution of approximation error, 80% of

these problem instances are solved with approximation error lower than 15%, while 95% of

them are solved with error lower than 35%. Since obtaining exact solutions for large prob-

lem instances is a rather time-consuming procedure, the evaluation of algorithm’s quality
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of solutions against such problems is based on exact solutions of a relaxation of TFAP. The

relaxed problem derives from TFAP by removing the flow integrality constraint, i.e., by

allowing the traffic of each individual flow to be split across two or more radio interfaces.

Its solutions are better or equal to solutions of the original problem and thus the approxi-

mation error is overestimated. Despite this fact, the average approximation error over the

set of solved large problem instances is below 13.1%. With regard to the distribution of

error, 80% of large problems are solved with accuracy higher than 20%, while 90% of them

with higher than 29%.

The merits of optimized traffic flow assignment when applied over a specific time hori-

zon, as well as the associated mobility management overhead has been evaluated through

simulation. The implemented discrete event simulator simulates a three hour operation of

a mobile router serving 5 users and equipped with 2 UMTS and 2 WLAN radio interfaces.

UMTS interfaces have access to 4 bearer services, while each WLAN interface has access

to 10 bearer services. Each user generates video-conference and FTP/HTTP sessions with

arrival rate and duration that follow widely accepted traffic models. The system also simu-

lates the adaptation of the mobile router to changing network and traffic conditions through

iteratively solving TFAP problem instances. Averaged results over 100 simulation execu-

tions show a 7.5% increase of the total economic cost against optimal cost, when applying

the proposed heuristic algorithm. On the other hand, the employment of an alternative al-

gorithm proposed in the literature results to 17% cost increase. The mobility management

overhead due to enforcing TFAP solutions involves an average of 2.2 flow redirections and

1.5 horizontal handovers per minute, that is tolerable given the number of served users.

The economic cost savings combined with the limited mobility management overhead allow

a practical deployment of the proposed heuristic algorithm.

The employment of advanced network selection (or handover decision) or TFAP algo-

rithms cannot be based solely on an end-host infrastructure. The decision mechanisms

require both locally available information (e.g., application traffic requirements, user pref-

erences) and location-based network information that is not practical to be retrieved by the

mobile terminal exclusively through active scanning. The reason is that active scanning

is time consuming and inefficient in terms of energy consumption. Moreover, reliable and

in-time information on resource availability of available access networks may not be pro-

vided by a single network operator, e.g., the home operator of a mobile user. This is due to

its lack of incentives for providing it and consequently letting its clients utilize third-party
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services.

In this thesis a system architecture is proposed for supporting the execution of handover

decisions or TFAP algorithms. The architecture spans multiple administrative domains

and is based on software agents that execute in agent platforms deployed in these domains.

The software agents represent the users, the network operators, a Multi-Access Provider

(MAP) and the regulatory authority. MAP is a business entity that maintains roaming

agreements with network operators and enables user utilization of their services through

a single subscription. Moreover, MAP provides AAA, billing and inter-domain mobility

management support. The regulator enhances user trust by monitoring the behavior of the

operators and intervening when required. In the proposed approach, handover or traffic flow

assignment decisions (in single-homed or multi-homed hosts respectively) are initiated by

user agents that execute either in the terminal or the network side, depending on the source

of triggering events. Decision making is delegated to software agents that execute in the

network side for saving the terminal’s usually limited power and computational resources.

These agents also employ agent mobility in order to migrate and execute to platforms that

are “closer” in terms of network delay to their corresponding mobile terminals. Thus, mobile

terminal responsiveness to decision triggering events is enhanced. The thesis proposes the

selection of both access and core bearer services during decision making for better adaptation

to user and application requirements. Towards this purpose, a bearer service data model

is presented, as well as a procedure for utilizing bearer service descriptions in handover or

TFAP decision algorithms.

Performance evaluation of the proposed architecture has been performed through a

simulation system implemented in Java and based on the JADE framework for agent-based

applications. The focus of the simulation is twofold: (a) estimation of the latency introduced

to the handover detection period due to agent collaboration, (b) study of the impact of agent

mobility on the proposed system’s performance. Simulation results show a limited overhead,

in the order of 50ms, to the handover detection period that does not severely impact mobile

terminal’s responsiveness to handover triggering events. The study of agent mobility under

different rates of agents, migrating between two agent platforms, identified the agent state

size as a determining performance factor (in addition to agents’ migration rate). Specifically,

the larger the size of the mobile agent’s state, the higher the time required to transfer and

restore its execution state in the target agent platform (migration delay). On the basis of

simulation results, an agent state of 4KB or lower allows high rates of migrating agents
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(120 agents/sec) while keeping agent migration delay lower than 1sec. Note that agent

migration does not affect handover execution (it takes place concurrently with it) and user

agent execution in the target platform must be restored in order to enable subsequent

handover decisions. Thus, agent migration delay does not degrade system’s responsiveness

to forthcoming handover triggering events.

5.2 Future Work

Future work will involve extensions to TFAP problem formulation, as well as to the respec-

tive flow assignment algorithm so as to handle special requirements such as: (a) support of

real-time flows with alternative levels of bandwidth requirements, where each level may cor-

respond to a different codec or codec configuration, (b) support of flows that use transport

protocols with Concurrent Multi-path Transfer capabilities and can be distributed to two

or more radio interfaces. Moreover, the proposed traffic flow assignment scheme will be en-

hanced with a decision mechanism for automatically fixing the limit on power consumption

in response to changes in served traffic, minimum energy autonomy preferences, battery

charging level etc. Last but not least, future research will embrace issues related to infer-

ring the application type or QoS requirements of traffic flows in cases that this information

cannot be obtained from the execution environment of the flow assignment algorithm. This

capability is more important for a mobile node that has the role of an Internet gateway in

a personal area or vehicular network.

The future work will also focus on architecture enhancements and evaluation of its

efficiency on the basis of a system prototype embedded in real a wireless networking en-

vironment. Joint resource and handover management performed by agents on network

providers’ platforms for global load balancing will also be studied.
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Appendix A

Implementation details on the

evaluation of the TFAP heuristic

This appendix provides details on a Java implementation of the TFAP heuristic local search

algorithm introduced in Section 3.3. Moreover, it describes the implementation of the

systems that were used for the TFAP heuristic algorithm evaluation of Section 3.4.

A.1 Implementation and evaluation of TFAP heuristic

A core part of the TFAP heuristic algorithm implementation is the TFAProblem class that

models a traffic flow assignment problem, as defined in Section 3.2.1. Figure A.1 presents the

structure of TFAProblem, as well as relationships among the rest of the classes that model

the TFAP problem domain. Specifically, Flow, Bearer and RadioInterface classes

represent the respective concepts introduced in Section 3.2.1. A TFAProblem instance

incorporates all flows, bearer services and radio interfaces that define a TFAP instance.

A traffic flow assignment is represented by the state of RadioInterface class in-

stances. The state of a RadioInterface instance comprises (a) a list of Flow instances

that correspond to flows that are served by the radio interface, and (b) a Bearer instance

that represents the bearer service that is associated with it. The associatedBearer

attribute takes its value from a list of bearer services that are compatible with the radio

interface (compatibleBearers attribute). Note that the value of associatedBearer

is null in case that the radio interface is deactivated.
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Figure A.1: Traffic flow assignment domain model.

On the basis of RadioInterface instances’ state, TFAProblem class provides meth-

ods for returning the economic cost and power consumption of its current traffic flow as-

signment.

The design of the TFAP heuristic local search algorithm is illustrated in Figure A.2. The

algorithm is implemented by HeuristicScheduler class that provides the IScheduler

interface. This interface is also supported by the other flow assignment algorithm implemen-

tations that are used for the evaluation of the proposed algorithm. HeuristicScheduler

uses the factories ConstrHeuristicFactory and ObjFunctionFactory for obtaining

instances of “construction” heuristic algorithms and objective functions, respectively, that

are required for its operation as specified in Section 3.3. Specifically, FirstFitWRAlgo-

rithm implements Algorithm 4 and its variation for constructing a minimum power con-

sumption solution. Moreover, CostOptMinPwrIncrFunction and PwrConsOptMin-

CostIncrFunction instances are used for evaluating alternative problem states on the

basis of functions f and g respectively.
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Figure A.2: TFAP heuristic local search algorithm implementation.

Figure A.3: HeuristicScheduler dependencies on domain model classes.

Figure A.3 depicts the dependencies of HeuristicScheduler on domain classes. As

specified in Section 3.3, the algorithm operates on the state of RadioInterface instances
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of a TFAProblem instance, causing, thus, problem state transitions. The various sorting

operations specified by Algorithms 2, 3 (Section 3.3) are supported by instances of the

GenericFieldComparator generic class. The class allows declarative definition of com-

parators based on attributes of the class that has been provided as template parameter.

Figure A.4: LingoScheduler design.

Exact problem solutions are obtained through LingoScheduler that also implements

the IScheduler interface. LingoScheduler wraps the Lingo 9.0 optimization library

and invokes its operations through Java Native Interface (JNI). A LingoScheduler in-

stance creates the Lingo execution environment and pointers to arrays of double type that

(a) store problem parameters to be passed to Lingo and (b) act as placeholders for problem

solutions. LingoScheduler obtains the solution of a problem instance through a native

method invocation that takes as parameter a script with solver configuration properties and

the path to a Lingo script with the problem formulation. Figure A.4 presents the design of

LingoScheduler that will be further explained hereafter.

Note that LingoScheduler is required to solve different variations of the TFAP prob-

lem, i.e., TFAP, TFAPM and TFAPP with reference to Section 3.2.2. Each variation is

solved by a different Lingo script and passes different arguments to the Lingo environ-

ment. In order to make the implementation of LingoScheduler more generic, the re-

quirements set by each problem type, in terms of Lingo arguments and solution script,
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Figure A.5: Detailed design of LingoScheduler.

have been encapsulated in implementations of the OptimizationModel interface. Each

instance conforming to that interface is initialized with the TFAProblem instance and

extracts from it the required data to be passed as Lingo arguments. Upon invocation

of the solve method, the OptimizationModel instance uses the LingoScheduler

interface to provide the required arguments to the Lingo environment and trigger its ex-

ecution with an appropriate script with the problem formulation. Figure A.4 depicts the

dependencies of LingoScheduler on OptimizationModel instances. Specifically, it

has references to three instances, tfapOptimizationModel, cmOptimizationModel

and cwOptimizationModel, corresponding to TFAP , TFAPM and TFAPP problems

respectively. The tfapOptimizationModel is an instance of MultiRatTFAPModel

class while the other two of the SingleObjMultiRatTFAPModel class (see Figure A.5).

Figure A.6 presents the utility classes that were used for generating and solving the

random problem instances required for the evaluation of the heuristic algorithm. Class

TFAPGenerator generates different TFAP problem instances, finds their exact solutions

(through LingoScheduler) for different values of the limit on power consumption and

stores problem definitions and solutions in a data-store. On the other hand, TFAPBatch-

Solver retrieves problem definitions, solves them with a flow assignment algorithm and

stores their solutions in a data-store. Both classes depend on the ProblemGenerator

and ProblemSink interfaces. ProblemGenerator specifies an operation for retrieving

TFAP problem instances. Depending on the implementation, problem instances might

be randomly generated (RandomDiscrTFAPGenerator) or retrieved from a relational

database (ProblemManager). The interface ProblemSink defines operations for storing
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Figure A.6: Problem generation and solving utilities.

TFAP problem definitions and their solutions to a datastore. The ProblemManager im-

plementation stores them to a relational database while StdOutProblemSink justs prints

them to the standard output for debugging purposes. During the random problem genera-

tion process, ProblemGenerator and ProblemSink interfaces of TFAPGenerator are

bound to RandomDiscrTFAPGenerator and ProblemManager classes respectively. On

the other hand, during batch solving of the generated problem instances with a heuristic

algorithm the aforementioned interfaces are both bound to ProblemManager. With re-

gard to the IScheduler interface, it is bound to either one of HeuristicScheduler

and UtilityScheduler classes (see Figure A.7).

Figure A.7 presents the different types of flow assignment algorithms used for evaluation

of the proposed TFAP heuristic. Class UtilityScheduler implements the utility-based

flow assignment algorithm described in Section 3.4.2 and initially proposed in [NVAGD08].
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Figure A.7: Flow assignment algorithm implementations used in the evaluation.

A.2 TFAP heuristic evaluation through simulation

In this section a description of the implementation of the simulation system used for the

evaluation of Section 3.4.2 will be provided. The top level components of the simula-

tor are represented by CompositeEventSource, DecisionEngine and MobileHost

classes. A MobileHost instance, that represents the simulated mobile router/host, is

created upon each simulation execution. This instance creates and configures one in-

stance from each one of CompositeEventSource, DecisionEngine and controls the

progress of the simulation. Specifically, MobileHost retrieves sequentially events from the

CompositeEventSource and passes them to the DecisionEngine in order to be pro-

cessed. Figure A.8 presents the structure of MobileHost and DecisionEngine classes.

The DecisionEngine holds an instance of TFAProblem (problem) that represents

the current flow assignment status throughout the simulation duration. DecisionEngine

updates problem state on the basis of event arrivals. The types of events that receives

from its execution context are network and flow related events that are instances of the
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Figure A.8: Top level design of the simulator.

NetworkEvent and FlowEvent classes respectively. Network event types correspond to

(a) discovery of a new RAN, (b) unavailability of a RAN and (c) change to the status of an

available RAN. On the other hand, flow events correspond to arrival or termination of a set

of traffic flows. Depending on the type of a NetworkEvent or FlowEvent instance that

DecisionEngine processes, certain operations are applied to its problem attribute:

· network discovery → append the bearer services included in the NetworkEvent

instance to the available bearers of problem,

· network unavailability → remove the bearer services corresponding to the RAN that

the NetworkEvent refers to from the problem’s state,

· network status change→ remove from problem the bearer services corresponding to

the RAN that the NetworkEvent refers to and append the bearers included in the

event instance,

· flow arrival → append the flows included in the FlowEvent instance to the available

flows of problem,

· flow termination → remove the flows included in the FlowEvent instance from the

problem’s state.
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The change to the problem’s state due to the arrival of an event is followed by the

execution of the heuristic (either one of HeuristicScheduler or UtilityScheduler)

and the exact (LingoScheduler) flow assignment algorithms. The algorithms use the

problem instance as input data and their execution results to probably different flow

assignments. The economic cost and power consumption of each assignment is used to

update the total cost and power consumption of each approach for the time duration until

the arrival of the next event.

Figure A.9: Classes implementing event sources.

The CompositeEventSource comprises a set of event sources that implement the

EventSource interface (see Figure A.9). The interface specifies an event queue that is

manipulated through the nextEvent operation. The latter removes an event from the

queue, while getNextEventArrivalTime operation returns the timestamp that cor-

responds to the arrival of the next event. CompositeEventSource manages multiple

EventSource instances by peeking each time an event from the source with the smallest

arrival time. The AbstractNetwork implementation of EventSource corresponds to

a simulated RAN and generates NetworkEvent instances. The SimpleEventSource

implements a simple event queue that does not generate events but instead is initialized
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upon its creation with a set of events. This event source is used to feed the simulator with

flow events. A typical runtime configuration of CompositeEventSource comprises one

instance of SimpleEventSource and multiple instances of AbstractNetwork.

Figure A.10: Flow event generation infrastructure.

Figure A.10 illustrates the design of FlowEventGenerator class that is responsible

for initialization of a SimpleEventSource instance with all flow events that will be used

in a simulation. The FlowEventGenerator is initialized with a set of TrafficPattern

instances that generate the simulated traffic flows. Each simulated traffic flow is character-

ized by QoS class, bandwidth and duration attributes. The TrafficPattern’s nextFlow

operation returns a set of 1, 2 or 4 flows depending on the TrafficPattern implementa-

tion. Specifically, non real-time traffic patterns always return a single flow, while instances

of VideoVoiceTrafficPattern return 2 or 4 flows depending on whether they are con-

figured to generate VoIP or video-conference sessions. The getWaitingTime operation

returns the time interval in ms until the arrival of the next flow. Each TrafficPattern

instance models the activity of a single user with respect to a certain type of service, e.g.,

web browsing, ftp transfers, video/voice calls and so on.

The FlowEventGenerator processes sequentially each TrafficPattern instance



A.2. TFAP HEURISTIC EVALUATION THROUGH SIMULATION 113

for a total simulated time equal to the simulation duration that is given as system param-

eter. Each call to nextFlow is followed by the creation of a pair of flow arrival and flow

termination events that concern the generated flow(s). The listing below describes in Java

the generation of events due to the processing of a single TrafficPattern instance:

Listing A.1: Flow event generation from a single TrafficPattern

protected List<FlowEvent> generateEventsForTrafficPattern(TrafficPattern tp,

long duration) {

// Simulation duration in milliseconds

long durationMillis = 1000 * duration;

long currentTime = 0;

ArrayList<FlowEvent> eventList = new ArrayList<FlowEvent>();

FlowEvent startEvent, stopEvent;

List<SimulatedFlow> flows = null;

SimulatedFlow f;

// update current time with waiting time till first flow arrival

currentTime += tp.getWaitingTime();

while (currentTime < durationMillis) {

// get the newly arrived flows

flows = tp.nextFlow();

// create the flow start event

startEvent = new FlowEvent(currentTime, flows, EVENT_TYPE.FLOW_START, tp.

getId());

eventList.add(startEvent);

f = flows.get(0);

// update current time with flow duration

currentTime += f.getDuration();

// create the flow termination event

stopEvent = new FlowEvent(currentTime, flows, EVENT_TYPE.FLOW_TERM, tp.

getId());

eventList.add(stopEvent);

// update current time with the waiting time until next flow

currentTime += tp.getWaitingTime();

}
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return eventList;

}

Figure A.11: Network events’ source design.

Finally, Figure A.11 presents the design of MarkovChainTransitionNetwork class

that implements a simulated RAN used in the simulation system.

A.3 TFAP problem formulation in Lingo

This section includes the Integer Linear Programming (ILP) formulation of the TFAP prob-

lem expressed in the syntax of the Lingo environment for solving optimization problems.

The script included in the following listing is wrapped by MultiRatTFAPModel instances

used by the LingoScheduler for producing exact solutions of TFAP instances. The ex-

planatory comments related to this script are included in the listing as Lingo comments

(beginning with “!”). Moreover, assignment statements that have a “@POINTER(X)” ex-

pression on the right side of the assignment operator correspond to variable initializations

with script input data. On the other hand, statements with a “@POINTER(X)” expression

on the left side of the assignment operator correspond to returned values by the script to

its calling context.

Listing A.2: TFAP ILP formulation in Lingo

MODEL:

DATA :
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! Input data ;

BOUND = @POINTER(1); ! Limit on power consumption

NUM_IFS = @POINTER(2); ! Number of radio interfaces

NUM_BEARERS = @POINTER(3); ! Number of bearer services

NUM_FLOWS = @POINTER(4); ! Number of traffic flows

ENDDATA

SETS:

! Input data regarding bearer services are sorted by compatibility ;

! with radio interfaces, i.e., first the elements of B_1, then of ;

! B_2, and last of B_m ;

! The following set defines the start and end index of each ;

! subset B_1, B_2, ... B_m in the set of bearer services ;

RI_TO_BEARER_MAP /1.. NUM_IFS/ :FROM, TO;

! Radio interfaces ;

INTERFACE / 1..NUM_IFS / ;

! Bearer services and their attributes ;

NETWORK /1..NUM_BEARERS / : UP_BW, DOWN_BW, DELAY, COST, POWER_CONS_IDLE,

POWER_CONS_TR, POWER_CONS_RCV;

! Flows and their attributes. Direction value of 1 denotes ;

! an upstream flow, while a value of 0 a downstream one;

FLOW /1..NUM_FLOWS / : DIRECTION, MAX_DELAY, BANDWIDTH;

! Valid combinations of interfaces and bearer services. Each ;

! combination is characterized by a binary variable Y ;

NETWORK_SELECTION_ALT (INTERFACE,NETWORK) | &2 #LE# TO(&1) #AND# &2 #GE#

FROM(&1) :Y;

! Combinations of bearer services and flows. Each combination ;

!is characterized by a binary variable X ;

FLOW_ASSIGNMENT(NETWORK_SELECTION_ALT, FLOW):X;

ENDSETS

W_R = @SUM(FLOW_ASSIGNMENT(I,J,Z):POWER_CONS_RCV(J)*X(I,J,Z)*(1 - DIRECTION(Z

))*BANDWIDTH(Z));

W_T = @SUM(FLOW_ASSIGNMENT(I,J,Z):POWER_CONS_TR(J)*X(I,J,Z)*DIRECTION(Z)*

BANDWIDTH(Z));

W_I = @SUM(NETWORK_SELECTION_ALT(I,J):POWER_CONS_IDLE(J)*Y(I,J));

! Calculation of the economic cost of a flow assignment ;

C_M = @SUM(FLOW_ASSIGNMENT(I,J,Z):COST(J)*X(I,J,Z)*BANDWIDTH(Z));
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! Calculation of the power consumption of a flow assignment ;

C_W = W_R + W_T + W_I;

! Objective is the minimization of C_M that as specified above ;

[OBJECTIVE] MIN = C_M;

! Problem constraints are described below ;

! Constraint on power consumption ;

C_W - BOUND <= 0;

! Association of each radio interface with at most one bearer;

@FOR(INTERFACE(I):@SUM(NETWORK_SELECTION_ALT(I,J):Y(I,J))<=1);

! Assignment of each flow to at most one radio interface ;

@FOR(FLOW(Z):@SUM(FLOW_ASSIGNMENT(I,J,Z):X(I,J,Z))=1);

! Uplink capacity of used bearer services must not be violated;

@FOR(NETWORK_SELECTION_ALT(I,J):@SUM(FLOW(Z):BANDWIDTH(Z)*X(I,J,Z)*DIRECTION(

Z)) - UP_BW(J)*Y(I,J) <= 0);

! Downlink capacity of used bearer services must not be violated;

@FOR(NETWORK_SELECTION_ALT(I,J):@SUM(FLOW(Z):BANDWIDTH(Z)*X(I,J,Z)*(1-

DIRECTION(Z))) - DOWN_BW(J)*Y(I,J) <= 0);

! Flows’ maximum delay requirements must be met by serving bearer;

@FOR(FLOW(Z):@SUM(FLOW_ASSIGNMENT(I,J,Z):DELAY(J)*X(I,J,Z)) - MAX_DELAY(Z)<=

0);

! Binary X variables;

@FOR(FLOW_ASSIGNMENT(I,J,Z):@BIN(X(I,J,Z)));

! Binary Y variables;

@FOR(NETWORK_SELECTION_ALT(I,J):@BIN(Y(I,J)));

DATA:

! Input data (continued from the beggining of the script)

! Arrays of attribute values for all bearer services;

POWER_CONS_IDLE = @POINTER(5); ! Base power consumption ;

POWER_CONS_TR = @POINTER(6); ! Power consumption due to data transmission;

POWER_CONS_RCV = @POINTER(7);! Power consumption due to data reception;
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UP_BW = @POINTER(8); ! Uplink bandwidth capacity;

DOWN_BW = @POINTER(9); ! Downlink bandwidth capacity;

DELAY = @POINTER(10); ! Maximum packet access delay;

COST = @POINTER(11); ! Economic cost;

! Arrays of attributes for all flows;

DIRECTION = @POINTER(12); ! Flow direction;

MAX_DELAY = @POINTER(13); ! Maximum delay;

BANDWIDTH = @POINTER(14); ! Required bandwidth capacity;

! Starting indices of sets B_1, B_2, ... B_m in the input ;

! arrays of bearer services attributes;

FROM = @POINTER(15);

! Ending indices of the aforementioned sets ;

TO = @POINTER(16);

! Output data

! Values of Y variables ;

@POINTER(17) = Y;

! Values of X variables ;

@POINTER(18) = X;

! Objective value (minimum economic cost) ;

@POINTER(19) = OBJECTIVE;

! Corresponding power consumption of solution;

@POINTER(20) = C_W;

! Problem solution status (feasible or not) ;

@POINTER(21) = @STATUS();

ENDDATA

END



Appendix B

Agent-based architecture

evaluation

B.1 Simulation system implementation on JADE

This section presents design and implementation details of the simulation system used in

evaluating the agent-based approach to handover decision support. The system is imple-

mented in Java and based on JADE [jad10a]. JADE implements an agent platform that

conforms to IEEE FIPA specifications [FIP10] and also provides a software infrastructure

for developing agent-based applications. The JADE agent platform instantiates a container

for execution of agent implementations and may be distributed across multiple Java Virtual

Machines (JVMs) executing in the same or multiple hosts (even in mobile hosts). Any ob-

ject inheriting from jade.core.Agent class is a software agent and, thus, may be hosted

for execution in the JADE container.

The diagrams that follow illustrate the design of the agents specified in Section 4.3.3.

The classes presented with their full qualified name belong to the JADE framework, while

the rest of them have been implemented for the requirements of this thesis. The software

agents that constitute the proposed architecture inherit indirectly from jade.core.Agent

class through BaseAgent. The latter includes member variables common to all agents of

the architecture, as well as utility methods required by them. Figure B.1 presents the design

of both BaseAgent and PAgent. BaseAgent incorporates an instance of the ontology

that defines the vocabulary of the problem domain (HOOntology). The HOOntology

118
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instance incorporates references to all classes that define the concepts, actions and pred-

icates of the simulation system’s problem domain. The definition of these classes is part

of the system implementation and they realize respectively the Concept, AgentAction

and Predicate interfaces that are defined in the jade.content package of the JADE

framework. The Codec attribute represents an instance of a codec for conversion between

object and string representations of information. The string representations follow the syn-

tax of the FIPA-SL [FIP02d] content language and are assigned as values to the content

slot of ACL messages. The validity of information during conversion is checked by the

Ontology instance. The Codec and Ontology attributes of an agent are registered to a

jade.content.ContentManager instance that is provided to each agent by the JADE

container. The ContentManager provides an interface to agents for filling the content

slot of ACL messages through object representations of the content and vice versa.

Figure B.1: P-agent design.

P-agent’s domain dependent functionality is implemented by TrafficGeneration-

Behaviour and NetworkSelectionSubscriber classes that both inherit indirectly

from jade.core.behaviours.Behaviour class (Figure B.1). Other classes that also

inherit from Behaviour are presented with dark grey shading in the figures of this section.

The execution model of JADE agents is based on behaviours, i.e., non preemptive tasks that
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are scheduled and sequentially executed while the agent is active in the JADE platform.

Each behaviour implementation has an action method that includes the task functionality.

Once a Behaviour instance has been executed, it is either discarded or re-scheduled for

execution.

The TrafficGenerationBehaviour is executed iteratively and is responsible for

simulating the random arrival of VoIP sessions. Each session arrival is announced to AF-

agent with an ACL message (REQ message of Section 4.5) and the handover decision

mechanism is triggered. The NetworkSelectionSubscriber behaviour implements the

initiator role of the FIPA Subscribe interaction protocol [FIP02e] and is used for subscribing

to results of handover decisions performed by the P-agent’s corresponding AF-agent. The

behaviour is executed after a handover to a new network and the subscription has as target

(participant role [FIP02e]) the NP-agent. The reason is that handover decision notification

messages generated by AF-agents (RES messages of Section 4.5) are forwarded to NP-agent

that is then responsible for informing P-agents. NP-agent introduces to each message the

network’s current packet transfer delay that is required for simulation results and is logged

by P-agent.

Figure B.2: AF-agent design.

Figure B.2 presents the design of AF-agent. The tasks that are performed by this agent
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are also Behaviour instances:

· NetworkInfoSubscriber that initiates a subscription to NM-agent for network

availability and status information and handles the respective notifications. Each no-

tification triggers handover decision in case that a certain threshold of QoS degrada-

tion is surpassed. The behaviour implements the initiator role of the FIPA Subscribe

interaction protocol.

· TrafficSessionInitiator that requests the simulation of a VoIP flow to NP-

agent and waits its completion. The behaviour is scheduled upon receiving the REQ

message from P-agent and implements the initiator role of the FIPA Request inter-

action protocol [FIP02c].

· EstablishSessionReceiver that is a permanently active behaviour for handling

VoIP session establishment requests from P-agent. The behaviour schedules for exe-

cution a TrafficSessionInitiator instance upon each request.

· SubscriptionResponder that is part of the JADE framework and implements the

participant role of the FIPA Subscribe interaction protocol. The behaviour notifies

subscribers for network selection events.

The content of each notification sent to subscribers is managed by the Generic-

SubscriptionManager that implements the SubscriptionManager interface (Fi-

gure B.3). SubscriptionResponder opens and closes subscriptions on the basis of

messages received by initiators. Moreover, it maintains a list of all active subscriptions rep-

resented as instances of Subscription class. The agent that executes a Subscription-

Responder instance has access to Subscription objects and can notify any subscriber by

calling the notify method of the respective subscription. The GenericSubscription-

Manager manages the types of subscriptions that can be processed by an agent. The

various subscription types correspond to different predicates (queries) that the subscribers

are interested to, and are represented as instances of the SubscriptionModule interface.

Each SubscriptionModule instance is kept up to date by the agent with all required

information and returns through appropriate methods (a) an ACL message with the cur-

rent content of the notification, (b) a list of all Subscription objects that are relevant to

its predicate. These methods are used by the GenericSubscriptionManager that is
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Figure B.3: SubscriptionManager detailed design.

also responsible for adding/removing subscriptions to instances of SubscriptionModule

through callbacks from SubscriptionResponder.

The GenericSubscriptionManager exposes a simple interface towards its agent for

notifying subscribers. Specifically, the sendNotifications method handles the notifi-

cation of all subscribers that are interested for a certain predicate (subscription type). This

predicate is passed as a string argument to the method and determines the Subscription-

Module instance that the manager will use for generating notifications. After selecting the

appropriate subscription module, the manager receives from it the notification message and

the list of active subscriptions and calls the notify method of each Subscription ob-

ject. This method uses the SubscriptionResponder interface to send an appropriate

notification to the corresponding subscriber.

AF-agent uses the NetSelectionSubModule subscription module for generating no-

tifications on its handover decisions. Whenever, AF-agent selects a new network it notifies

its subscribers on the selected target network. The subscriber for such notifications is the

NP-agent of the AF-agent’s current platform that forwards this notifications to the corre-

sponding P-agent.

The types of behaviours that are executed by NM-agent are depicted in Figure B.4:

· NetworkInfoSubscriber that subscribes to NP-agents for information related to
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Figure B.4: NM-agent design.

the availability and status of their bearer services. The behaviour implements the

initiator role of the FIPA Subscribe interaction protocol.

· SubscriptionResponder that notifies AF-agent subscribers on the availability and

status of networks they are interested to. The behaviour implements the participant

role of the FIPA Subscribe interaction protocol.

· BootStrapBehaviour that is executed once upon simulation startup and NM-agent

instantiation. The behaviour schedules a NetworkInfoSubscriber instance for

each NP-agent that corresponds to a network that overlaps with the current network’s

coverage area.

The NP-agent is a key part of the simulation system and incorporates behaviours for

interacting with all other agent types. The types of behaviours scheduled in an NP-agent

instance are:

· SimulatorBehaviour that simulates the duration of VoIP sessions established by

P-agents. Moreover, on the basis of active sessions it estimates the network’s packet

transfer delay.

· SessionCompleteNotifier that is scheduled for execution once a session sim-

ulated by the SimulatorBehaviour has completed. The behaviour informs AF-

agent on this fact.
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Figure B.5: NP-agent design.

· EstablishSessionReceiver that handles session establishment requests by AF-

agents and schedules them for simulation.

· PrepareHandoffInitiator that is scheduled whenever the NP-agent receives

from an AF-agent a network selection notification. The behaviour implements the

initiator role of the FIPA Request interaction protocol and initiates a context transfer

with the NP-agent that is the target for handover execution. The context information

includes the session that will be transferred and simulated by the new NP-agent.

· ContextTransferResponder that implements the participant role of the FIPA Re-

quest interaction protocol and handles requests generated by the behaviour Prepare-

HandoffInitiator.
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The subscription types that are handled by NP-agent are implemented by classes Net-

SelectionSubModule and NetworkInfoSubModule. The first generates network se-

lection notifications for P-agents while the latter generates network information notifications

for NM-agents.

Figure B.6: Infrastructure for launching simulation executions.

The automatic launching of the agent platforms that constitute the simulation system,

as well as the instantiation of the various agent types has been implemented on the basis

of JADE Test Suite framework [jad10b]. Each simulation scenario has been implemented

as a test.common.Test instance that is executed by the framework. With regard to the

deployment of the simulation system components, the workstation that executes the client

platform also executes the test suite framework. The workstations that host the server

platforms execute an rmiregistry instance with a registered instance of TSDaemon that

implements the RemoteManager interface for remote management of agent platforms.

B.2 Agent mobility overhead evaluation

The agent mobility evaluation simulation has also been implemented as a descendant of

test.common.Test class and executed through the JADE Test Suite framework. Fi-

gure B.7 depicts the design of the agent used during evaluation of performance implications

related to agent mobility. The MobileAgent has a single behaviour that periodically

triggers agent inter-platform migration. The inter-platform migration is supported by the

Inter-Platform Mobility Service (IPMS) that is implemented as a JADE add-on [Dep10].
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Figure B.7: Software agent used for evaluation of agent mobility overhead.
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