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ABSTRACT

loannis Andritsos

THE AGE PATTERN OF MORTALITY IN BALKAN COUNTRIES:
COMPARISONS OVER TIME AND SPACE.

May 2001

The purpose of this work is to study and compare the development of the age-specific
mortality patterns, of the Balkan countries. In that, we use empirical data of Hellas,
Bulgaria, Romania for the period 1975-1995 and Yugoslavia for the period 1975-
1990. In our analysis, we initially use empirical data given in five-year age groups.
Departing from the empirical frequencies of dying given in five-year age groups, we
use an expanding technique proposed by Kostaki (1991), in order to estimate the age-
specific probabilities of dying. We thus, provide estimations of the graduated age-
specific mortality pattern of each country, for the years 1975, 1980, 1985, 1990, 1995
and therefore form complete life tables for each population considered. The reason
that we used grouped data, instead of the empirical ones is related to the quality of the
empirical evidence. An evaluation of the analytical data sets has shown that, these are
effected of the problem of age heaping. Grouping them in five-year age groups, the
effect of this problem is eliminated. Then using an expanding technique, one
estimates the analytical probabilities of dying.

The expanding technique used is a parametric one, in the sense that in its frame a
parametric model that represent mortality as a function of age, is utilized. In the
present work the classical eight-parameter formula of Heligman and Pollard (1980) is
used. Many applications of this model have shown that, it is efficient for representing
the mortality pattern of the total life span. Moreover, each one of the eight parameters
incorporated in the model has particular demographic interpretation. Thus, studying
the levels as well as the evolution of the parameter values,- we provide accurate
comparisons over space and time. The results of our calculations led us to interesting
findings for the evolution of the mortality patterns considered.
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HEPIAHYH
lwavvng Avdpitcog.

AIAXPONIKH MEAETH KAI ZYT'KPIZH TQN KATA HAIKIA EIIIITEAQN
ONHZIMOTHTAL, TQN BAAKANIKOQN XQPQN.
Mawog 2001

Yxomdg g epyaciog avTig eivar i dwypoviky HEALTN TV EMTESOV NG KATA GOAO
Kot o Bvnowdmrag tov eEAAviKod TAnBuonod yw v nepiodo 1975-1995 ko n
GUYKPIGT] TOVG ME Ta avriotowyo eminedo tov Bodkavikdv yopodv Boviyapiag,
Povpaviag, INovykoohafiac, yua v idua gpovikn mepiodo. [Na tic avaykes avmg g
depedvnong, xpNOUOTOMONKAY 01 TUPATPOVUEVEG GLYVOTNTES BvnondTTag Katd
nevtoetelg opadeg nAudv. Z1a dedopéva avtd, aprocTnke N TEXVIKY e£dmhoong
cuvertoypuévov mvakov smPioong me Kootdm (1991). Me avtd tov tpodmo
smruyydveral, exTipnon tov Katd nikia mbavotitov Bavdtov, and TG aAvVIIoTOES
EUTEPIKES GUYVOTITIES, TOV CLVERTVYUEVOD TivaKo eXPimong, Yt Kabe ydpa Kat yio
ta € 1975, 1980, 1985, 1990, 1995. ' Tic avdykeg g depeviviions pag, dev
xprnoytonomnkay o1 katd MAia epmelpikés cuyxvoTNTEG BvnooTNTOS, OAAL Ol
avtioToyes Katd mevraetels opddeg nikidv cvoyxvomtes. H emhoyn avty €yve pe
oKOTO TNV ehayotonoinon TPoPANHATOV OV GLUVOEOVTOL LE GLOTNUOTIKEG TNYEG
cQaALdTOV OV EMEOPTILOVY T EUTEPIKE KATd MAKIO SNROYPaPIKE dedopéva.
Zvompatikd cedipata Oneg avakpifeieg tov Kotd nilikio dedopivav, Tpdfinua to
omoio ocuvdéetar pe T AavBaopéveg INAGOEK NMAKIGV, YVOOTO oTn debvn
dnuoypapwm Birloypapic wg eawvopevo ‘age heaping’, smeoptifovv xvping ta
Katd niwio dedopéva. ‘ETor xdvovtag ypnon S TEXVIKNAG OTOOUASOTOINCNG TWV
dedopévov, emruyydvetal ECTIENON TOV kKatd niikia mbavotitev Bavitov.

[Na tg avdykeg avtig mg depedvnomng, ypnowonoteitar pia pébodog edmimong
cuvenTuypévov mvakov smPioong, ota mhaicw TG omoing s@apudletor TO
TapapeTpcd poviého Bvnowomrag tov Heligman kou Pollard (1980). Ou didpopeg
gQappoyéc mg uebodov, £deilav 6T mapéyel o TOAD IKAVOTOMTIKY TEPLYPAPT) TNG
Kotd niio Ovnowomras. H epappoyh avtig g pebddov, mapéyel g amotéieoua
EKTIUT|OES TOV Katd nAkia mbavotitov Bavatov tev mAnBuoudv. AkOopa pe
Bonbewa TV EXTIUNCE®V TOV TAPAUETPOV TOV HOVTEAOD, TAPEYETAL T} CUYKPIOT] TOV
EMIESWV BVNOIHOTNTAC.
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CHAPTER 1
INTRODUCTION
“1 death is tragedy, but 1 million deaths is statistic.”

Mortality has shown a remarkable decline throughout the last century in all human
populations. This decline has in general been more intense for infants and children
while relatively lower for the older ages. Furthermore, this decline has at most been
more dramatic for females than for males.

The above makes clear that for a complete examination of the mortality

development of a population one should study the mortality pattern by age and sex
while the calculation of some overall indices is insufficient.
The age-specific mortality pattern has a typical shape, common in all human
populations, which is fairly complex. At the beginning of life (age zero), the level of
mortality is very high (comparable to the level of mortality at the later adult ages),
then the mortality pattern exhibit a rapid exponential decline obtaining a minimum
level at the beginning of the puberty. Then, it shows an exponential increase with
increasing rate until a highest attainable age where it reaches its maximum. At the
early adult ages the mortality pattern exhibits a hump related to the advanced risks of
accident mortality at these ages as well as to maternal mortality for females.

Except of its typical age-specific shape, the mortality pattern of all human
populations shows a typical progression over time. The level of infant and childhood
mortality decreases by time while the rate of mortality decline at these ages shows a
falling progression by time, as infant mortality shows a stronger decline than mortality
at the other childhood ages. The accident hump of the mortality curve at the early
adult ages is more pronounced in males than females while in most populations, it
becomes more intense for both sexes in recent years. Additionally, the level of adult
and senescent mortality is also decreased by time while the rate of increase of the
mortality pattern at these ages becomes higher in recent years as more and more
people survive until senescence but there has not been any progression in the
maximum life length. Besides, the intensity the spread and the location of the accident
hump are also variable through time, exhibiting a trend to be more pronounced and

located in younger ages in recent years.



This thesis provides an examination and a comparison of the development of
the age and sex specific mortality patterns in Balkan countries: Greece, Bulgaria,
Yugoslavia, and Romania, during the period 1975-1995. In doing that we use the
empirical abridged death frequencies of each population and expand them using a
technique proposed by Kostaki (1991). This technique is a parametric one in the sense
that within its frame a parametric model, which represents mortality as a function of
age, is utilized. In our calculations the classical Heligman-Pollard eight parameter
formula is used. Many authors e.g. Heligman and Pollard (1980), Hartmann (1987),
Forfar and Smith (1987), Kostaki (1992), Gongdon (1993), Karlis and Kostaki (2000)
have used this formula in order to efficiently graduate mortality data sets.

Using the expanding technique we provide estimations of the age-specific
probabilities of dying of each population. At the sequel, using the sets of parameter
estimates, we provide comparisons of the mortality patterns through time and space.

In Chapter 2 we refer to useful concepts and formulae of demography and the
theory of life tables.

Chapter 3 focuses on the parametric models that are extensively reviewed in
Section 3.1. Section 3.2 refers to statistical methods for estimating the parameters of
these models and Section 3.3 presents the main uses of them, ie. graduation,
comparison and forecasting. In Section 3.4 are cited some additionally uses of these
models.

Chapter 4 provides a description, of the expanding methods, for estimating the
age specific mortality pattern.

A description of the empirical data sets used is also provided, in Chapter 5.

An analysis over the years 1975 to 1995, of the age-specific mortality pattern
of the Balkan countries is presented in Chapter 6, while a comparison between the
age-specific mortality pattern of the Balkan countries (Hellas, Bulgaria, Romania,
Yugoslavia) over the period 1975 to 1995 is presented in Chapter 7.

Chapter 8 provides some concluding remarks.

(8]



CHAPTER 2

THEORY OF LIFE TABLES

2.1 Introduction

In this chapter we refer to useful concepts and formulae of demography and the theory
of life tables.

In human biology, the whole number of inhabitants occupying an area (such as a
country or the world) and continually being modified by increases (births and
immigrations) and losses (deaths and emigrations).

The study of human populations is called demography a discipline with intellectual
origins stretching back to the 18th century, when it was first recognized that human
mortality could be examined as a phenomenon with statistical regularities.
Demography casts a multidisciplinary net, drawing insights from economics,
sociology, statistics, medicine, biology, anthropology, and history. Its chronological
sweep is lengthy: limited demographic evidence for many centuries into the past, and
reliable data for several hundred years are available for many regions. The present
understanding of demography makes it possible to make comparisons between
different populations, and project (with caution) population changes several decades
into the future.

A basic tool of the mortality analysis is the life table. A life table provides a
description of mortality, survivorship and life expectancy for a specified population.
A life table is a statistical model, designed essentially to measure mortality. In
practice it is employed by a variety of specialists in a variety of ways. Life tables are
used by actuaries, vital statisticians and medical researchers to determine life
insurance premiums, pension values, gains in life expectancy of a people and
decreased probabilities of dying from improved medicines and surgical techniques. In
its simplest form, the entire table is generated from age-specific mortality rates (),
resulting to a set of useful functions, which in general determine mortality.

survivorship and life expectation. Life tables are in a sense, one form of combining

mortality rates of a population at different ages into a single statistical model.
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2.2 Categories of Life Tables

Life Tables are distinguished in two general categories.
A.  Cohort Life Tables.
B.  Period Life Tables.

In general the existence of a number of /, live births is assumed. This is of a "closed”

nature (a closed population).

A demographer will observe, how this cohort of /, persons, diminutes as it grows

older. This will conclude to the construction of a Cohort Life Table.

The other case, which is more realistic from the point of the ability to
construct it, introduces the case of a Period Life Table. Since the first case may take
100 to 110 years or more to be constructed, we do an approximation by case B.

This is a more practical solution, since it can give as a table for every year.
Thereafter, when we refer to a life table, we will mean a period one.

Because of problems arizing in empirical data, life tables are distinguished in
two categories:

A. Complete Life Tables

They present the age - specific mortality experience by single age x .

B. Abridged Life Tables

They present mortality for groups of ages. The usual representation is for age

0 separately and for the groups 1-4, 5-9, 10-14, ..., 85+.

2.3 The Construction of an Abridged Life Table

We start from /,=100.000, or 10.000, which is the Aypothetical cohort. It is referred,

as the root (radix) of the table.

The basic life table function is /_, 0 <x<w (age where the cohort extincts),
which describes the survivors of death exposure at the exact age x . Usually from the
death registrations, we get a central death rate m_, for any value x in [ x , x +n).
From that we can approximate ¢q_, the probability of dying, which is the only

information we need to know in order to construct our life table.



The Abridged life table formulae are introduced here. It is simple to derive
from the following, the expressions corresponding to a full life table. It only requires

to equate n with one (=1).

,q.  this is the probability of someone of age x to die before reaching age
x +n, i.e. to die in the age interval [ x,x+ n)
. D, ‘this is the probability of someone of age x to survive through the
interval [ x,x+ n).
With,
D P
[ : this is the number of people surviving at exact age x .

With,

denoting the survival probability for the age interval (0,. x].
,d_: this is the number of deaths for the age interval [ x,x+ n).
With,
ndx = lx - lx+n
or,
A=1,4.

, L. this the total number of years of life, that the /_-people of the population
experience in the age interval [ x,x+ n).

Each person that survives through the age interval [ x,x+ n), contributes n-
years of life, and each one that dies (since a uniform distribution of deaths is assumed)

contributes approximately #7/2 of years of life.

Then,
1
an = an+1 + _dx
2
and since,
ndx = lx lx+]
then,



1
an :E(Ix +Ix+l)

In the continuous case, we will have,

L = .[:H" I(t)dt = L" I(x + t)dt = n(l" L ]

l

T._: this is the total number of years, that the / -people of the population are
about to live in the interval [ x,w), where w is an age difficult to reach (w -1, the

greater age).

With,
7, 53,
also,
e Pt
and,
an i Tx = Tx+n

And in the continuous case,

To=["" Ix+t)dr

0
e, : is called expectation of life or life expectancy at age x . It is the expected

remaining life of persons of age x .

With,

X

L
I,

0
Then the expected life of a person of age x is equal to, x+ e,
And in the continuous case,

0

e, = ll [ 1+ o)



Approximations of Life Table functions.

24
and, m_. It

nqx

We present here some useful relations between mortality measures
is usual in practise to be unable to obtain g, directly by the empirical data, but one

can approximate it by ,m_
a_ is the expected number of years that a random person of age

Assume that

x will be surviving in the age interval (0<_a,_ < x). Then
f. =22 o< f, <1
n

is the expected percent of years lived by such person in the interval [ x,x+n)

So,
n, the number of years that each person which survives through the age

le
interval [x,x+n) contributes to L . The number of /_, people will have total

contribution of a number of n/_,, years of life.
2. ,a_, the number of years that each person which dies in the age interval
[x,x+n), contributes to, L _. Then their total contribution will be a number of

(,a.)(,d,) years of life.

and,
an Trll)(*'l’l-‘i-l"laxl'ldXDL
=n(l - d )+nnfmdx =N

:>an =n lx _ndx( _nfx )]
From the previous, the mortality ratio , m_, will take the following form

m e de:> m d
! ) L g . [f n x(l nfx)]

But, since ,d_=1_,q_,
ndx

L a4, .
SN (X (S IR (e (Y|

Assuming now uniform distribution of deaths in each age interval we will

have, ,a, =% and, , f =1



or,

m

n X

The age - specific ,m_ and g, values can be derived from the above by

setting n=1/. Such approximations are very useful in the application of certain
expanding methods (see Pollard, 1989, Reed (see Valaoras, 1984, King, 1914)).



CHAPTER 3

LAWS OF MORTALITY

3.1 A Presentation

In this chapter we consider the history of attempts to summarize mortality age
schedules and move on to consider parameter estimation (though more details
regarding estimation will appear in subsequent chapters). We then consider the scope
for particular applications such as forecasting and expansion of abridged tables.
Parametric models, which present mortality as a function of age x, are widely used
both in Demography and Actuarial Science.

Attempts to model mortality curves can be traced back to about (1725 when A. De

Moivre presented the mortality intensity x4, as a function of age

Hx 1 ’/(W X)

where w represents the highest attainable age. This model gives almost good results
at the older ages but is inadequate for the younger, a remark made firstly by De
Moivre himself.

The most popular perhaps model or mortality law was the one developed by
Gompertz (1825)

=B c* (3.1.1)

who argued that the intensity of mortality (in his terms the average exhaustion of
man’s power to avoid death) gained equal proportions in equal intervals of age. The
parameter ¢ usually has a value around 1.09. The survivorship function under this law
1s

I, =k a®
with a = exp (-B/In ¢)<1 and K chosen so as to conform with the desired radix of life
table. This model has been extensively used by demographers and actuaries for

graduating are — specific mortality rates and preparing life tables.



Hartmann (1987) remarked that because of the little numerical difference
between the estimated mortality intensity ux. and the estimated mortality rate g,
expression (3.1.1) can be used to model either of the functions. Pollard (1991) pointed
out that Gompertz model can be used for many accurate and quick approximate
calculations in life table probabilities and functions, even though the data concerned
are either limited or are not quite of the Gompertz shape; a familiar fact more to
actuaries than to demographers.

Makeham (1867) made a development of Gompertz’s law by the addition of a

constant

.= A+ Bc”

a law reflected the division of causes of death into those due to chance and those due
to deterioration. This model proved to be inappropriate for modeling the whole life
span because although appears to have good fit to middle ages it overestimates
mortality of older ages (Perks, 1932) and also fails to describe the younger.
Oppermann in 1870, who was the founding father of actuarial science in

Denmark, proposed a mortality law appropriate only for infant and child mortality

po ==+ B+yx
X

N

The Danish statistician and actuary Thiele (1872) introduced an innovative
idea that deaths fall into three distinct categories; those affecting childhood, middle

life and old-adult life. He proposed the composition

/ux = Iul x+/u2 v+lu3 x (312)
with,

My, = a, €Xp {_ﬁlx}
1 ., )
s awexp{—gﬂg(x 7)‘}

H; = @ exp{ﬂsx}
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where «,, f,,a., . 7.a;,p; are all positive parameters. The Gompertz law, model

childhood and adult age, while the middle age is modeled by the normal —~ apart from

a scale factor — probability density function. The functions ,,u, ¢; have main

contribution to . for the periods of childhood, middle and adult ages respectively

whereas the other additive terms provide insignificant contribution. All three jointly
give a model of mortality for all ages.
About 10 years later the German statistician and actuary Wittstein (1883)

suggested the formula

—{mx)” ~(w-x)*

+a ,
m

where w is the highest attainable age and m, » the parameters to be estimated.
Wittstein’s law divided mortality into the two components of childhood and adult age
on the basis of a generalization of De Moivre’s law. Wittstein illustrated his law to
male Danish data of ages 5 to 85, which had been collected by Oppermann.

Hartmann (1987) in order to compare the laws of Thiele and Wittstein fitted
them to Swedish female experience of the period 1961 — 1970 by means of the
unweighted method of least — squares. The former provided a closer fit to the data
although it occasionally fit the middle life component to the wrong part of the
mortality curve (misplace the accident hump as it is named to demographic and
actuarial literature. Wittstein’s law was used by Statistics Sweden for smoothing the
death rates at advanced ages (Hartmann, 1987).

Makeham in 1889 (Kostaki, 1992a) presented another expression of his earlier

model with the addition of another term

M4, =A+Hx+Bc’

Perks (1932) proposed the formulae

_A+Bc*

= 1+ Dc*
and

A+ Bce*
Ke ™ +1+ Dc”

H, =

11



which are the divisions of Makeham’s first expression by one and two exponential

respectively.
Beard (1951) derived the formula

} A+Bc”*
Ec™* +1+ Dc*

q.

which is clearly related to the Perks family of curves. He used for the estimation of
parameters the trial and error method. This formula did not attempt to reproduce
mortality decreasing with increasing age, a fact observed at the youngest ages 30.

Barnett (CMI Committee, 1974), a British actuary, proposed the expression

when it came to the problem of choosing an appropriate formula for graduating the
assured lives mortality experience for 1967 — 1970. Although it produced a
satisfactory graduation it was criticized for not readily allowing a comparison of its
parameters with other tables at different times or other countries.

The first model which gave unusually close fits to empirical mortality at all
ages was the one suggested by Heligman and Pollard (1980):

9= _ A- 1B +Dexp
P

2
—E(log%) }+GH", (3.1.3)

where ¢ is the probability of dying within a year, p_=1-¢g_ the complement of
this and A4,B,.....H are the parameters. In the case where x=0 the right hand side is

interpreted as A% +G .

This model is an enhanced version of Thiele’s law it is based on the same idea
of dividing mortality into three components. The first component concerns the infant
and early childhood ages, the second refers to the middle age mortality (the accident
hump) and the third, which is actually the Gompertz model, refers to the exponential

rise of mortality at the adult ages.
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All the parameters have demographic interpretations. A measures the level of
mortality and it is almost equal to ¢, (the probability that one will die before reaching
age 1). B is an age displacement to account for infant mortality. C measures the rate
of mortality, decline in childhood cause to adaptation of children to environment. D
represents severity of the accident term E and F indicates its spread and location
respectively. G represents the base level of senescent mortality and finally H reflects
the rate of increase of that mortality.

The three components of mortality and their contribution to total mortality are
illustrated graphically in Figure 1.

In the same study (Heligman and Pollard, 1980), some variations of the basic

mortality curve (3.1.3) were also proposed and fit to post-war Australian national

mortality data

2
5 G
= AP | Dex —E(lo i} b i MoV il
q, p gF 1 GHT ( )
2
GH*
= A3 4 Dexp!{—E| lo ij f— (3.15
2 2 8% ) "1rxcr- * C1
2 &
q. = A5 £ Dexp —E(logij +L ,(3.1.6)
i 1+GH”

The reason was to produce alternatives which could deal satisfactory with the
probability that appeared to Australian females 1946 — 1948 data set of a false
existence of an accident hump at the older ages while at the same time the true
accident hump near age 20 was almost non-evident. The first form (3.1.4) is almost
indistinguishable from (3.1.3) curve except that q, may theoretically assume values
greater than unity, although probably never seen in practice. The other two variations
improved the fitting because the introduction of allowed for curvature at the older
ages. Formula (3.1.6) provided a better fit than (3.1.5) to Australian males where the
curvature is concave downward; the opposite was true to females where the curvature
is concave upward.

Forfar and Smith (1987) fitted the Heligman — Pollard law to English Life
Tables ELT1 to ELT13 for both males progression in the eight parameters. The

13



thirteen ELT tables were based on deaths during the period between 1841 and 1972.
The researchers resulted that all data sets gave a reasonably good fit and that there
was a reasonable progression of parametric values from one life table to the next apart
from females ELT12 (period 1960-1962). This life table presented unusually a very
modest hump around age 20 and the beginning of a more pronounced one starting
around age 70.

Hartmann, too (1983, 1987) examined the fit of the Heligman — Pollard law to
Sweden life tables for males and females between 1900 and 1970 and concluded that
it is a realistic model of human mortality through the entire life interval. The
comparisons he made between the mortality curve (3.1.3) and Thiele’s law have
shown that the Heligman Pollard’s law is mush less likely to produce a false accident
hump than Thiele’s . Therefore, it seems that the “’lognormal’’ nature of the middle
term of (3.1.3) fits experience better than the corresponding ’normal density’” term
used by Thiele.

A quite recently mortality law, suggested by Mode and Busby (1982),

determines the survival function / (x) according to

lo(x), 0<x<9,
l(x): 10(50)11("_50)’ 8, <x <8,
10(50)11(51 —52)12(x—51), X290,
where
Iy (x) T exp(ao (exp(— ﬂox)— 1))’
11(x) = exp(—ﬂ;ﬁ— a,x+ —’g—l(x~}'1 )3J .

/L3 (x) =exp(-a,x- g, (exp(;/2 x)-1))

Here, /,(x) is the probability that an individual is alive at age x(< &,),/,(x - &,) is the
conditional probability that an individual who survived to age &, is alive at age
x(8, <x <6, )and finally /,(x—&,) is the conditional probability that an individual
who survived to age &, is alive at age x(z 51). A disadvantage of this model is the
arbitrariness derived from the necessary choice of ages &, and &, .

Even though several applications have shown that the Heligman — Pollard

model gives the most satisfactory representation of the age pattern of mortality for.the
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whole life interval, it has already been noted that it produces systematic errors, too.
This formula raises a systematic deviation from the empirical values at the early adult
ages where the second term dominates. Thus, the estimated accident hump is located
at a higher age than the empirical one. This source of systematic errors is eliminated
by a nine-parameter version of the model, an improvement developed by Kostaki

(1992b) with the addition of one more parameter to formula (3.1.3).

2
AbeBS +Dexp{—E1(log%] }+GHx,f0r x<F
g_x 3 : L 3.1.7)
: A()HB)c +Dexp{—Ez(log%] }+ GHx,fOI' X>F

. J

In this version only the middle term has changed by the substitution of
parameter E. The spread of the accident hump indicated by E is now reflected by the

two parameters E | and E , for the left and right of its top respectively.

3.2 ___Estimating the parameters

The parameters that appear in laws of mortality can be estimated by the following
statistical methods (Benjamin and Pollard, 1980):

- The method of maximum likelihood.

- The method of least — squares.

- The method of minimum chi-square.

- Bayesian MCMC method.

3.2.1. Maximum likelihood method

The principle of maximum likelihood is to use as estimate of a parameter the value
that maximizes the likelihood of the observed event. As has been already mentioned

the number D, of deaths at age x is binomially distributed with parameters R_ (the
exposed to risk at age x) and ¢, (the mortality rate at age x) : B(R,,q, ). Deaths at

various ages in the experience are assumed to be mutually independent.
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The likelihood is

Rx
L=T]} la>(-q)*™ G621
A
where R _,D _ are known and g, is a function of the unknown parameters of a

particular formula. The maximum likelihood estimates of the unknown parameters are

the values that maximize (3.2.1) or also the logarithm of (3.2.1):

R
logL = Z{log(Dx ) +D,logq, +(R,—D,)log(1-q, )} (3.2.2)

x

By equating to zero the first partial derivatives of
A=3[D,logg, +(R, - D,)log(l-¢,)] 3.2.3)

(the first term of equation (3.2.2) is known and fixed so it is omitted from (3.2.3))
with respect to the unknown parameters we get the simultaneous equations for the

evaluation of the maximum likelihood estimates of these parameters.

3.2.2. Least — squares method

Let g, be the observed mortality rate at age x and ¢, = F(x) the value we attempt to

fit at that age. The parameters of the formula F(x) should be chosen so that the fitted

curve passes as close as possible to the observed {qx}. The least-square curve

minimizes the sum of squares of the distances between the fitted values and the

corresponding observed values

2

Z{F(x)—qox} (3.2.4)

X
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The above unweighted least squares approach is appropriate for the case where the
observed rates are reliable which means that all have the same variance. However, this

is rarely true. Therefore, in the case where the variance of the observation at age x is
proportional to w_' the appropriate approach is the weighted least-square curve

obtained by minimizing the expression

=12

>w, qox—F(x) (3.2.5)

Thus, weighting is according to the stability of the observed case. A large weight w_
, which at a particular point x corresponds to a small variance (more precision), will
make the fitted curve to pass very close to that point whereas a small weight will
make the curve pass not as closely; attributes which are desired.

The variance of ¢, is 72 =g (1- qx)/Rx or approximately g /R _, since
(1-q,)=1

The mortality rate q, is unknown so we approximate it either by the mortality rate g,

0
of a suitable standard table or by q_ .

The approach which is followed for the fitting of a non-linear model q(x)=F(x)

is usually an iterative one. Either of the weights {Rx / qox} or {Rx / q;} can be used for

the calculations of initial mortality rates {qi‘)} and the final graduated mortality rates
will be computed by using as weights the {Rx /q,(c‘)}. Although further iteration will

unlikely produce substantial changes in the graduated rates, if it is a attempted and
converged then the result would coincide with the minimum chi-square solution.

The simultaneous equations for the evaluation of the (weighted) least-squares
estimates of the parameters are obtained by equating to zero the first partial

derivatives of expression (3.2.5) (3.2.4).

3.2.3. Minimum chi square method

The number D, of deaths at age x is binomial distributed with parameters R, and q_..

17



Provided that the expected number of deaths R g, is not too small (smaller than five)

the distribution of D, is approximately normal with mean R g, and variance
R.q,(1-4q,) and

Z(D -R4.)

x qu (1 qx)

has the chi-square distribution. The value we attempt to fit is q, = F(x) and the
parameters of the formula F(x) are chosen to be the ones that minimize the chi-square
value for the experience.

Both parameter estimates and standard errors are conditional on the choice and use of
the loss function. For example, the unweighted least-squares option will give different
estimates for the first and second term parameters of the Heligman-Pollard model if
compared with those obtained from the binomial weighting of the least-squares curve
(weights  inversely  proportional to  binomial sampling  variances,
w, =R [(q.(1-4.) ;

also the standard errors of the former be highly inflated (Congdon, 1993).

Chi-square minimization gives estimates which are close to those from a
binomial weighting but it overstates standard errors, too. Forfar et al. (1988) presented
a comprehensive comparison between chi-square and maximum likelihood methods in
the broader context of estimation system.

Several researchers, who have applied the weighted least-squares method to fit

Make-ham’s form of —In p, during the period from 1872 to 1966, have used for
weight the consequently approximation of the variance

w.=1/o} =R /p.q,
(Seal, 1979). The AF French Committee in 1895, though, used the incorrect weight
R_and its example has been followed. Chandler (1872) used the correct weight for

q., R./(g.(1-¢.)), but an approximate Makeham formula

1
X+=

q, =A+Bc 2.
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Pocock et al. (1981) suggested an intermediate technique between weights
equal for all ages (unweighted graduation) and weights inversely proportional to
sampling variance. It is well Known ‘that areas studied, usually vary considerably in
size of population and number of deaths involve. Those with large population provide
more reliable mortality rates and hence should receive greater weights in any analysis.
The researchers of this study argued that the weighted least-squares method tends to
over-weight the larger towns, since the residual mean square from the resultant
regression will usually be larger than would be expected from sampling variation. In

the intermediate case the weights are inverse to ti +02, with ti , such as above and

o” such that the weighted residual sum of squares equals its expectation N-p (N is the
number of age groups and p the number of parameters in the graduating function).

An alternative error structure mentioned in the actuarial literature is the
Poisson model for death rates px calculated by using central exposures (Forfar at al.,
1988 Renshaw, 1991). Experiments with mortality have shown that parameter
estimates and standard errors are very similar for binomial and Poisson assumptions,
although the weighted error sum of squares under the Poisson model is quite lower
under the binomial one.

Heligman and Pollard (1980) estimated the parameters of their model (3.1.3)

by minimizing the following sum of squares

sz=2(q—* -1)° (3.2.6)

X b4

where q, is the estimated form the formula mortality rate and qy is the empirical
mortality rate. This version of the classical least-squares minimization criterion could
be regarded as the weighted sum of squares (3.2.4), where w,=1/( qx)*.

Forfar and Smith (1987) used the same function (3.2.6) to examine the
goodness of fit of the Heligman-Pollard model over the English Life Tables 1 to 13
for both males and females and to estimate the parameters without making any
comment.

Hartmann (1983) in his attempt to fit the same model to Swedish mortality

data tried firstly the minimization of the unweighted sum of squares.
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3 -day (3.2.7)
X p\ p\(

The computations he made resulted frequently in unacceptable negative estimates of
parameter B. Therefore, he used the recommended by Heligman and Pollard sum of
squares (3.2.6) for making his conclusions about the fit of the model. With this
procedure acceptable estimates were always obtained. In a later work Hartmann
(1987) indicated that:

If the exact number of the exposed to risk Ry at each age x is known, then the
squared standardized residuals could be computed and checked in order to see if the
recorded rates are statistically commensurate with the ones obtained from the model.

Kostaki (1992 a) experimented to fit the Heligman-Pollard model by means of
a nonlinear least-squares procedure using the algorithm EO4FDF of the NAG library.

She tried unsuccessfully to estimate the parameters of the model using as criteria the

minimization of the unweighted sum of squares (3.2.7) and — since (.. qx are very

small values and p_, p« are near unity — the approximately equal to (3.2.7)

unweighted sum.
2@, -q) (3.2.8)

She argued that the problem with this last sum (3.2.8) might have arisen
because of the nature of it as well as the shape of Heligman-Pollard formula. The third
term of (3.1.3) is linear in logarithms, which means that the rate of increase of the qy
values for the old ages is assumed by the formula to be constant, while the rate of
increase of the empirical q, values in many cases appears to change with time. This
problem has concerned Economov et al. (1989) too, in their study of white male and
female mortality data from 48 states of the United States. In the case where this minor
systematic difference at the senescent ages between the real shape of mortality and the
one derived from the formula appears, probably high residuals at these ages will
appear too. The form (3.2.6) gives more magnitude to younger ages, where the

weights are heavier as they correspond to smaller q. values. On the contrary, form
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(3.2.8) gives equal regard to residuals from the whole range of ages along with the
problem of fit of the specific formula the minimization process becomes more
cumbersome than with form (3.2.6).

The EO4FDF NAG algorithm proved also inefficient to provide parameter
estimates for the Heligman-Pollard model when the statistically consistent use of form

(3.2.5) with weights the usual reciprocals of the binomial sampling variances of q, or

the sum

1 A
> —(, ~q,)

X X

were tried. Only when the function to be minimized was the one proposed by
Heligman and Pollard (3.2.6), the algorithm gave satisfactory results (Kostaki 1992a).

Kostaki (1992a) in order to overcome the inadequacy of the least-squares
NAG-algorithm developed an alternative stepwise procedure for estimating the
parameters. Compared with the conventional iterative routines this method proved
advantageous because it is less cumbersome (initial parameter values are not required)
and more flexible (different criteria can be minimized). However, it provides
estimates of a somewhat lower quality, which seems quite satisfactory for purposes
such as the description of the mortality pattern.

Finally, in order to present and evaluate the nine-parameter version of
Heligman - Pollard formula (3.1.7), Kostaki (1992b) used the least-squares
minimization of (3.2.6) with the NAG-algorithm.

3.2.4. Bayesian MCMC method

Congdon (1993) argues that the use of parametric modeling of mortality data is
necessary in many practical demographical problems. Dellaportas (1995), focus on a
form of model introduced by Heligman and Pollard (1980) and adopt a Bayesian
analysis, using Markov chain Monte Carlo simulation, to produce the required
posterior summaries. This opens the way to richer more flexible inference summaries
and avoids the numerical problems encountered with classical methods.

For a greater detail someone may consult Dellaportas, et. al. (1997).
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The uses of mortality laws

2
(8]

3.3.1 Graduation - Description

Most mortality empirical schedules are based on limited samples coming from much
larger populations. Being the samples insufficiently small, the age-specific mortality
rates calculated from them vary unevenly from age to age affected by random
statistical fluctuations and thus, form unstable estimates of the true mortality pattern
underlying the data. Congdon (1993) pointed out that the raggedness of mortality rates
generally increase as the size of the denominator population at risk diminishes, the
smaller the time interval over which the event (death) is observed and more infrequent
this event is. Brass (1979) also mentioned that the mortality data for about 80% of the
population of the world is extremely scanty.

Graduation is the removal of the awkward irregularities and inconsistencies
appeared to the data. Actuaries have been too interested in graduation methods
because insurance tables seem more reasonable when the premium rises steadily
rather than irregularly with age. Demographers, facing the same problem, have
focused on graduation techniques, too. The use of a parametric model ensures that the
mortality data will be ideally smoothed to provide more reliable and precise estimates.
A variety of parametric models, already listed in section 3.1, have been proposed from
the actuarial and demographic literature for the graduation of the observed mortality
rates. The majority of these mortality laws are applicable only to the adult ages above
about the age of 30. They do not take into account the high but rapidly falling
mortality at the early childhood ages, nor the accident hump in early adult ages. Laws
which are applicable to the entire age range is the one proposed by Thiele in 1872
(3.1.2), the more recent one proposed by Heligman and Pollard in 1980 (3.1.3), and a
nine-parameter version of this last formula suggested by Kostaki in 1992 (3.1.7).

Several applications of the Heligman -~ Pollard model on mortality experiences
in Australia (Heligman and Pollard, 1980), in USA (Mode and Busby, 1982), in
England (Forfar and Smith, 1987) and in Sweden (Hartmann, 1987, Kostaki, 1992 a)
have shown that:

It provides a very satisfactory representation of the age pattern of mortality and is
probably the best law among those, which had been suggested in time before its

appearance. However, this model produces systematic deviation from the-experience
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due to the misplacement of the estimated accident hump. The nine-parameter version
of the Heligman — Pollard model (Kostaki, 1992b) provides a closer fit to empirical

mortality data eliminating this source of systematic error.

3.3.2 Comparison

Comparison of demographic patterns is one that is facilitated by the use of a
parametric model, which includes into a limited number of parameters the essential
features of mortality for all ages.

Keyfitz (1982) referred to the beneficiary contribution of mortality laws to
comparison since they summarize the whole procedure to differences between a few
parameters instead of a large number of age-specific rates.

Congdon (1993) too, numbered this property of the process among the advantages of
representing a mortality pattern with a mathematical formula. However, he indicated

the problem of overparameterization in time series comparisons of parameters.

3.3.3 Forecasting - Projection

Forecasting is based on the idea investigation of mortality patterns in the past might
help to forecast the future development accurately.

Keyfitz (1982) pointed out that forecasting supposes the existence of typical
directions of movement through time. The usual mortality component of population
forecasts is provided by extrapolation of past trends. Mathematical formulae facilitate
the forecasting of mortality into the future. One is focused only on the progression and
projection of the limited number of parameter estimates. Given that the parameter
estimates for subsequent periods develop according to a simple pattern, then this
pattern can be extrapolated in order to give forecasts. However, when parameter
instability over time is observed, the ability for parametric forecasting is reduced.
Pollard, in his paper published in 1987, reviewed a variety of methods which have
been suggested by actuaries and demographers in order to project age-specific
mortality rates : projection by extrapolation of mortality rates (or transformation of
mortality rates) at selected ages, projection by reference to a law of mortality,
projection by reference to model life tables, projection by reference to another ~'more

advanced’’ population, projection by reference to an “’optimal’’ life table attainable

9]
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under ideal conditions, projection by cause of death and finally combinations of these
methods. He remarked that the choice of method must depend on the type, the extend
and the quality of the data available and also on the purpose for which the projection
is required. About the concerned method of projection by a mathematical law, he
mentioned that:

Some disadvantages may be the difficulty in selecting a suitable law, which would be
applicable to the whole life span. A possible lack of a clearly discernible pattern for
the estimates of parameters over time, an inability to be applied when only data at a
single epoch is available and the fact that independent extrapolation of individual
parameters may lead to unreasonable projected mortality rates.

Congdon (1993) referred to the helpful use of parametric models for forecasting
because of their attribute to facilitate the assessments of mortality trends over time, as
these are undertaken in terms of the assumptions about parameters instead of
examining the projected population totals. Congdon as well as Rogers (1986) stated
that a parsimonious model should be preferred for forecasting purposes, even if there
is a slight loss in goodness of fit, because of the problem of overparameterization (see
Section 4.2), which has implications in forecasts to future years. An alternative
simpler method for forecasting and also for comparisons proposed by Congdon is the
relational approach. At its simplest it involves a logit regression with two parameters
(formula (6) in Subsection 2.2.3). The aim is to relate a mortality schedule for a
particular year or area to a chosen standard schedule. Then the trends in the
parameters can be assessed and extrapolated in order to obtain forecasts of the
mortality.

Especially about the use of the Heligman — Pollard model for forecasting, Hartmann
(1987) pointed that it is an ideal and useful model for making population projections
because of the well behaved nature of the parameter estimates and the unusually good
fits it had given.

At the same period Forfar and Smith (1987) used this model to make projections.
After fitting the Heligman - Pollard model (3.1.3) to English Life Tables for both
males and females for the period 1838 — 1972, they checked the progression of its
eight parameters over time. They estimated the parameters of this period and then
produced estimates for the future life tables of the years 1981 and 1991. While their
paper was prepared the mortality tables of the year 1981 were published, so they

included a comparison of the parameters projection with those calculated fromnt: the
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tables. Using as loss function the one proposed by Heligman and Pollard (3.2.6), they
concluded that the projection estimates were very good for females but much poorer
for males. At the end they produced, as well, estimates for:
e The parameter values of the years 1991 and 2001 using formula (3.1.3) for
females and
e The alternative formula (3.1.4) for males, adding the remark that these
projections are based on historical data with no allowance for future,

unknown trends as for example the effect of aids.

3.4 Diverse uses

3.4.1 Expanding an abridged life table

A mortality pattern can be utterly described by a complete life table in which the data
are presented for every year of age. However, there are cases where the available
empirical mortality data are incomplete or unreliable, so that their quality does not
permit the computation of a complete life table. In these cases an abridged life table is
constructed, which contains data tabulated usually in five-year intervals, except for
the first five years that are usually presented in the two intervals [0,1) and [1,5).
Consequently, often arises the problem of construction of a full life table from the
corresponding abridged one. Parametric models can be used as the chief component in
the procedure of expanding an abridged life table.

A demonstration and evaluation of such a technique is presented by Kostaki (1991)
which used the Heligman - Pollard formula to estimate directly the age-specific
probabilities of dying qx , while later (Kostaki, 1992a) used the nine-parameter variant
of this law for the same application. Kostaki (1991) argues that the main advantage of
this procedure, in comparison with the conventional interpolation formulae applied to

tabulate l(x) - values (survival probabilities), might be the use of a formula, which

efficiently describes the age pattern of mortality.

3.4.2 Degrouping mortality data
Parametric models are entailed, as well, in a technique for estimating, from grouped

empirical death data, the age — specific numbers of deaths d. (Kostaki and Lanke,
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1999a). This is primarily of great interest in some countries of Southern Europe and in
the Third World where the available data are provided in a grouped form. Such form
in the data is result of age misstatements in age recording (heaping), rounding to the
nearest integer divisible with five. Thus, these over — understatements which affect
the data sets will efface each other into the five-year age group.

The technique can be utilized in order to eliminate the age heaping in the empirical
death data as well as the age heaping in the empirical population data by the
occasional use of the method of extinct generations on the previous results. In the

frame of this technique the Gompertz law was used.

3.4.3 Accurate approximations to life table probabilities and functions

One of the parametric models of mortality, the Gompertz law, has appeared extremely
useful, because it allows for many quick and accurate approximations, more familiar
among actuaries than demographers, in life contingency calculations (Pollard, 1991).
Therefore, formulae for:

e The probability of surviving from age x to age x+t;

e The probability of first death;

o Joint lifetime of two persons;

e Median time to death;

e Percentiles;

e Modal age of death;

e Complete expectation of life;

e Standard deviation of the time to death;

¢ Life annuities;

e The proportion of a stationary population above a given age and finally

e The proportion of a stable population with growth rate r aged x, are

provided by invoking the Gompertz law even when the data are not strictly

of the Gompertz shape.



CHAPTER 4

METHODS FOR EXPANDING AN ABRIDGED LIFE TABLE

4.1. Methods — A Brief Overview

In this chapter we provide a description of the expanding methods for estimating the
age specific mortality pattern.

The problem of estimating a complete life table, when the data are provided in age
intervals has been extensively discussed in demographic, biostatistical, as well as in
actuarial literature. An abridged life table presents the mortality pattern by age groups.
The main reasons for providing data in an abridged form are related to the
phenomenon of “age heaping”, caused by certain age misstatements in data
registration and also the unstable mortality probability estimates provided by
insufficiently small samples. The most typical case of age-misstatements is that of the
preference of ages ending in multiples of five or zeros. Such misstatements cause the
appearance of age heaps.

Several methods have been suggested in the literature for reproducing the age-
specific mortality pattern. A suggested solution is the application of some graduation
formula to the observed data. Since data may contain great "systematic" fluctuations
except of "random" ones the above solution is not preferred.

In the following lines, we consider methods that have appeared so far in the
literature as tools of expanding an abridged life table to a complete one. Valaoras
(1984) presents in detail an old method which was initially presented by Reed (any
reference on other publication of the method is not given by Valaoras, 1984). J.
Pollard (1989) presents a relatively new one, which requires five-year age grouping.
Kostaki (1991) presented a method to which a parametric model of mortality is
utilised. Dellaportas, et. al., (1997) introduce a Bayesian version of the application of
the famous Heligman & Pollard formula. Kostaki (1998) presents a new method,
which is non-parametric, in the sense that it does not require the use of a parametric
model. It is a method, which relates the target abridged life table with an existed

complete one. The rest of the methods that bibliography suggests introduce the

application of some interpolation formula to the survivors function /_ values of the
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abridged life table. Such a conventional technique is the application of the famous six-
point Lagrangean interpolation (see, Johnson & Johnson, 1980). Beers (1944) presents
a set of some other six- point interpolation formulae. King (1914) presented a method
of separate interpolation on death and exposed to the risk population values of the
abridged life table. This is of an oscillatory piecewise interpolation technique as
suggested by the constraints applied to points where the fitted polynomials join.
Spline interpolation (see e.g. Hsieh, 1991, McNeil, et. al, 1977, or Wegman and
Wright, 1983) is a case of an oscillatory interpolation technique which has lately
received great attention. Great literature is referring lately to splines, as tools for
expanding an abridged life table.

Here we consider in more detail the known eight-parameter (HP8) as an
expanding tool and we also consider and describe the case of a reduced form of that
model, when this is required. Bibliography suggests that parametric models and
splines are the more preferred methods in the case of expanding an abridged life table.
Except their basic difference, which is that the one is parametric and the other non-
parametric, the two methods exhibit other interesting dissimilarities and similarities.
A contrast between spline interpolation and the parametric model application in

general is made, and it is described within our application.

4.2.  The Parametric Method — Parametric Models of Mortality as Expanding Tools.

4.2 1. Parametric Models of Mortality.

Mathematical descriptions of schedules of mortality rates, called laws of mortality,
offer usually an efficient means of condensing the amount of information to be
specified as a set of assumptions. The last is imposed by a set of parameters and
functions. The information that is required for a parametric model adopted to
represent a mortality schedule is included in a "Life Table"

The problem posed here is that of reproducing the age-specific pattern from
incomplete or grouped data. Kostaki (1991) solves this problem by proposing the use
of an adequate parametric model. The rationale of the proposed method is simple. If
there is a model that adequately represents mortality of a population, then this model
can also estimate in an adequate way the complete mortality experience, when an

abridged one is the only available.



The search for a mortality law has occupied the attention of statisticians and
demographers for over a century. The attempt of representing mortality via a
parametric model starts by Gompertz (see, Pollard (1991)). This is the well known
Gompertz law of mortality initially proposed for modeling mortality at the elderly, but
also adopted for the earlier adult ages. The earliest attempt to represent mortality at all
ages is that of Thiele (1872), who combined three functions each one representing a
different part of the mortality schedule. In the same sense, Heligman & Pollard (1980)
set out analogously a function of mortality, as represented by the odds of mortality

q, /P, at age x as an eight-parameter formula of age. This followed to be the famous

eight-parameter HP model for representing the age pattern of mortality.

There is no particular choice of a parametric model. Its adequacy of
representing mortality is only required. Kostaki (1991) presents how such model
choice can form an efficient solution for estimating age - specific mortality schedules.
She introduces the method by adopting the application of the classical 8-parameter
model by Heligman & Pollard (1980) hereafter HP, but another adequate model

choice is also permissible.

The Expanding Procedure

We have our model tor the mortality experience 9 _F (X;®), where F(X;®) the

right hands side of the equation with & being the vector of the parameters of the
model, ® = (4,B,....H).
From the model we get for the one-year odds of dying and as concluded for the one-

year probabilities of dying,

g. = 5O Gre)
1+ F(x.®)

In addition, the relation implies the following model for the death probabilities in the
abridged life table
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n-1

n-1
q=1-1[0-4,..)=.q=1-]](0-G(x+i,8)) =.G(x;®)
0

i=0

where ,q_ : is the probability of someone of age x to die before reaching age x +n,
i.e. to die in the age interval [x,x+n). We consider .G(x;®) as an explicit but
complicated function of ®,x,n.

Then given the abridged (grouped) mortality experience one starts the process of
expanding the abridged table by minimizing,

-

G(x,0)

2. )

X

This is the loss function of the estimation algorithm where the summation is over all
relevant values of x.

Get the estimates of the parameters as they come from this minimisation
procedure and insert them to the mortality formula. The estimated model will produce
now an expanded abridged life table.

Two cases of a parametric model application are introduced so far by the

bibliography.

4.2.2 The Eight - parameter H&P Formula as an Expanding Tool (HP8)

The HP8 is a non-linear model composed by eight-parameters. It relates the
odds of dying with age x. The model's rattonale is simple. It is distinguished in three
parts representing, three classes of death cause. So, three causes can be seen, namely

those affecting childhood, early and middle adult life, and the old age.

The formula utilises a model that presents the odds of mortality 9 a5 2 parametric

x

function of age x according to the formula,

e _ 450 | Dexp(~E(In(x/ F))*)+GH* (4.1)
p.
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g, is the modelled probability of an individual of age x to die before reaching age

x+1. The modelled quantity, as referred previously, are the odds of dying than not
dying before age x+/, when the individual of study is of age x.

Heligman and Pollard (1980), Hartmann (1987), Forfar and Smith (1987), Kostaki
(1992) fit the formula (4.1) to empirical data sets of several countries and different
time periods. In all these investigations, the parameters of the model are estimated
using an iterative routine of the Nag library that is based upon a modification of the
Gauss-Newton algorithm. A detailed description of this procedure is provided in Gill
and Murray (1978). In all these investigations the parameters of the model are
estimated by minimising the sum of squares of the relative deviation between the

estimated and the observed probabilities of dying,
PACENI
x 9
a loss function proposed by Heligman and Pollard (1980).

The expanding technique

Using the notation f for the parameters of the model (4.1) and the notation F(x; 8) for
the right hand side of (4.1), we get

F(x;0)

q, = 1+ F(x.0) = (4.2)

G(x;0)
say, and hence the relation
n-1
.= [10-q.)
0
implies the model
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n-1
q. —I—H(I—G(x+i;0)
1-0

=,G(x;0)

say, the later being an explicit but complicated function of 8, x, and n.
Thus given the values of ,q, of the abridged life table, one provides estimates of 6

minimizing

G(x,0)

2.(

* n9x

1)

where the summation is over all relevant values of x. Then inserting this @ into (4.2)

estimates, ¢g_, of the one-year g.-values are produced.

4.2.3 The Nine - parameter H&P Formula as an Expanding tool (HP9)

In general, HP8 is an adequate solution to the expanding of an abridged life table.
Anyway, it fails to reproduce correctly the accident hump, since it estimates its
beginning at a later age. That is more obvious in the cases of data where a severe
accident hump exists.

In such cases, a nine - parameter version of the H&P formula which is introduced by
Kostaki (1991) will perform better, since it improves the estimates provided by HP8
at that part of the curve. The HP9 model, makes the model more flexible in the

accident hump by modifying the middle model term. The suggested formula is:

g, |A%” +Dexp(-E(In(x/F))’)+GH*, x<F
p.  |A%® y Dexp(-E(In(xF))*)+GH*, x>F

The new parameters are the £, E; terms related to the spread of the accident hump at
the left and right respectively.
Model is estimated by nonlinear least squares and the fit is again connected to the

problem of overparameterisation. Kostaki (1992) presents the HP9 as-a‘toel. for
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expanding an abridged life table and as a solution to incomplete data problems. It is
simple to define the method since it is an application of the originally proposed
parametric also by Kostaki (1991), where now as the model F(x;®) we use HP9

(vector ® is now of length nine).

4.2.4. Bayesian HP8 formula

Dellaportas, et. al. (1997) adopt a Bayesian inference approach to the eight- parameter
H&P (HP8) fit which according to the authors, it has several advantages compared to
the classical solution. Firstly, it resolves the problem of overparameterisation, very
usual to a least squares fitting of a model, by the use of an informative prior
distribution. Secondly, the non-normality of the likelihood surface in the
parameterization usually adopted means that the least square estimates is inadequate.
Thirdly, it is applied as an expanding tool by routinely applying a simulation - based
Bayesian computation methodology. Here we carry out a small reference from a
theoretical only viewpoint, since this thesis extends only to solutions of classical

statistics.
The Expanding Procedure

From a Bayesian perspective, the abridged life table problem can be seen as an
incomplete data problem, or as adopted by the authors as a constrained parameter
problem. A general approach using an MCMC strategy is used, see Gelfand et al.
(1992). As for applying graduation procedures to statistical data (e.g., demographic
data) using a bayesian estimation strategy, see Carlin (1992).

In general, we assume that the eight - parameter H&P (HP8) model describes the true
underlying the data age - specific pattern (the one year g.s)). We also consider as @
= (A,B,C.D,EF,G,H) the parameter vector, and by dy the single year of age death
counts which is binomially distributed with par's Ex and qx. The only known non-
random quantities are the grouped population counts (the exposed to the risk of death
for each group) Ex, and the population with age O and the only observed data the
grouped death counts, ,dx.

Quantities as ®, d’s,(or ¢’s) are considered as unknowns.



Let ,Ex, ,d

x?

E_, d,, be the vectors of the previous. E_, d,, do not contain the

values for age x =0. So, the full model for the data and the unknowns given the

known quantities is of the form,

p(,d .d_d E. O E,E)=p(dld,E.®,E.E.d)pd,/E.,®,,.E,E,d,)

n"x? n ‘n""x? x>

pd,/E..®, E_ E)p(E. . ©/E,E,)

We note that ,d_, depends only on d_ , since

n"x3

x+n

ndx = Zdz

=x
so for the first conditional density we get a product of indicator functions, ranging

over x=1,5,10,...,w (w is the age, where a generation extinct).
ol,d,1d,,E 6, E Ed)=[]p(,d./d,....d.)

When E,, ® are known the next conditional density is derived where dx depends only

on the previous, with each components being independent binomial distributions.
p(dx /Ex7E}’nEx’E0ad0): p(dx /Ex’@)z Hp(dx /Ex’qx)’
x=1

where qx the HP8 one year estimated probabilities.

Similarly,

p(do /l;:x’('l‘.‘?"rll:“x’F“O)= p(dO /EO’qO)

qo the first year HP8 estimate.
And finally, we consider a-priori that @ is independent of anything else, and that E_

given , E is independent of @

p(Ex’ﬂ/nEx’EO)zp(@)p(E / E EO)

x'nTx?

p (®) is the prior distribution for 6, the HP8 model parameters.

p(Ex/ nEx,EO) is the prior for the exposed to the risk of death population counts.
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4.3 The Adjusted Parametric Model Application

Theoretically, the expanded one-year probabilities of dying constructed by our
technique, or any expanding technique, it is expected to have corresponding n-year
probabilities which have values close to the original abridged life table values. We
may change the one - year probabilities by values that satisfy the desired property.
Kostaki (1991) proposed the following, simple solution.

Gyyi =1-(1-qx)

In(1- q )
where K =——1X"

i=0

and g’ ;the new values of the one year probabilities.

It is easy to explain the rationale behind this particular choice of adjustment. It
amounts to assuming that the force of mortality u'(x)is in each n-year interval
[x,x+n) a constant multiple, say Ku(.), of one say u(.), of those infinitely many
forces of mortality which produce the complete life table obtained by the expansion

process.
4.4, The Pollard's Model

The usual representation of abridged data is the one with groups of age x=0,1-4,5-
9,...,75+,0r 85+. Pollard (1989) proposes a method for deriving a full life table from
mortality data given for each single year until the age of 5 and then for five - year age
groups. The usual form of grouping is close to the one the method requires. To
describe the method we also assume that deaths during a given calendar year are
reported according to age x of last birthday at time of death. Because of non-uniform
exposure of deaths over the S-year age group, .7, as produced by the mean
population over an age interval will provide a biased estimate of the mortality rate. To
overcome this problem two assumptions are adopted:

Exponential variation of the force of mortality x4, (at age x) within the age interval

and that the population remains stable within this age interval.

35



Pollard's method, adopts the use of the classical Gompertz's law of mortality
(Benjamin and Pollard (1980)), for degrouping mortality in the whole life span.
Gompertz's law assumes the above described exponential variation of 4 (at x) within
an age interval, i.e.

u, =Bc”
This was usually applied only to increasing mortality at adult ages, now it is revised

as a tool for describing the decreasing mortality of younger age groups too. In the last

case we assume that c<1.

4.4.1 The Procedure

Having values of deaths and central populations for the ages 1, 2, 3 and 4, allow the

immediate estimation of p(1.5), u(2.5), u(3.5), w(4.5). Values of u(x) at the pivotal

ages 7.5, 12.5, ..., 82.5 are provided by the ratios, es, m,.....,;m,,, without
adjustment at the younger ages, and after adjustment according to formula,

o

m

5 X
° 2
-3l sme+r|Inc+2(lnc)

for ages as above, say, 30. In order to have values of m(x) at intervening ages we may

ulx+25)= {

apply interpolation (described later). If no smoothing or graduation is required then,
linear interpolation on Iny, is recommended. Also for ages x<7.5 we may apply an
extrapolation.

Then interpolation and extrapolation appear to be the main tools of this method.
Since py implies of a theoretical and not an empirical valued measure, any value given
refers to this function's approximation.

To describe the construction of the adjustment formula, we outline the following.

In the p, we start from the assumption of exponential variation.

e Exponential variation of

The survival probability from age x to x+t can take the form,

t
Py = exp{_ J‘/‘llﬂ)du}
0

and after some calculations we deduce to,



tu, - p.., )}

hl(/'[x+t //’lx)

Which is an exact formula when i, varies exponentially.

1 Pe = exp[

Concentrating now on the application on the adult ages, we get by ¢ =¢”°, and Inc

|

approximated by 0.09, that,

P =exp{— ,ux[t + —;—tz Inc
The last assumes quinquennial age groups.

Now under the stability assumption over the age range (x,x+5) with intrinsic growth

rate r, the number of persons in the age interval may be written,

25
P(x,x+5)=K je;"pxﬂ'sdt

=25
and under px exponentially varying we may write,

25 25 2
P + 5 =5K 1 e 15 1 +— +2 +
(x’ X ) |: 24 /l‘lx+_._ nc 12 (ﬂx 2.5 r) :|

and,

25
D(xax + 5) = K J‘et_npx+245/u;(+2.5+tdt:

=25

25 25 2
5K#x+2.5 l:l - EIU.HZ.S ln c+ E(ﬂx+2.5 +r— ln C) :l

Writing Srizx for D(x,x+5)/P(x,x+5), dividing the two above formulae and replacing

M., inthe correction term by , we conclude to the adjustment formula.
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4.5 The Reed's Model

A simple tool for expanding was also introduced by Reed (see Valaoras, 1984). This

method's main tool is the five - year mortality rate.
d

g X

m._=
- X
M

where sd. represents the number of deaths in the five year age interval [x,x+5) and
sM the mean population at the same age interval.

Valaoras (1984) who presented an analytical description of this method adopted this
method in the construction of some Greek Life Tables and it's performance on Greek

data.

4.5.1 The Procedure

We have the five - year mortality rates, spx. Then the one — year probabilities of dying

97,915,975 are calculated, using the following approximate formula,

2.m

X

q_\'~ =

2+.m,

In order to estimate the full series of the one-year probabilities the following formula

1s then adopted,

—q—xr—:a+bx+cx2+dx3,x25

Using the already estimated one year probabilities (g,,4,,,G,75----- ,) the complete
g series is estimated by least squares.

In order to estimate the complete probability series the following procedure is used.

The formula is fitted twice. First, in order to produce the complete probability series
for the age range 5<x<20 it is fitted to ¢,,q,,,9,,,9, Vvalues with K=0.989943.
Then for x <25, the formula is fitted to using the ¢,,,9.,,q;,,... values with

K=1.0251234.



Finally, for the ages 21 to 24, a linear combination of the two fitted equations is used
in order to estimate the one-year probabilities:

4, =0.8q; +0.2q;,

., =0.6q%, +0.447,

9 = 0.4q5; +0.6473,

9., =0.2q;, +0.8q;,
Where the first and second terms of the above equations are the fitted probability
values for K=0.989943 and K=1.0251234 respectively. Reed proposed the two of K

values.

4.5 2 Properties and Problems

This technique is not applicable to the early childhood ages (x<5). Adequate as well
as it does not produce successful results for the early adult ages (see Kostaki, 1992).

However, it is effective for the adult ages.

4.6 The Non Parametric Method

Kostaki (1998) describes a non-parametric method in the sense it does not require the
adaptation of a parametric model, adequate for describing the mortality pattern, like in
Kostaki (1991) and (1992).

It is considered as a relational technique since it relates an abridged life table with
another complete one used as a reference table. The reference table is not necessary to
be a standard one. The performances of the method will always differ as the reference
table changes in period or in the population it describes. Anyhow the differences, as

application demonstrates, will be of slight extent.
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4.6.1 The Procedure

We have the ,qx probabilities, elements of our abridged life table and the ¢\ of the

reference (e.g. a standard table) life table, which is of complete form.

Under the assumption that the force of mortality x, , underlying the abridged life

table is, in each n-year age interval [x,x+n), a constant multiple of the one underlying

the reference (complete) life table in the same interval 4 ie.,

plx)=, K p1"(x)

where,

In(-,g,)

n

iln(l -¢'®)

#=0

Then the one year probabilities of dying qx., i=0,1,...,n-1 are in each n-year interval
equal to

L= (L=g 2
Therefore from the ,qx and the ,¢*) we calculate ,K, and then estimate the one -

year probabilities, ¢, underlying the target abridged life table.

4.7 Polynomial or Piecewise Polynomial Interpolation

4.7.1 Interpolation Techniques

Since mortality data grouped in single years (or even narrower) intervals usually are
not available we study techniques of expanding the interval data (abridged data) to
single year values, based on the application of mathematical interpolation.

A usual method is to fit to the interval data a single polynomial. We interpolate values
of a function f{x), where x=age, which we have tabulated and produce function's

values at intervening ages.
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Interpolation

The notion of interpolation is to estimate a non-tabulated value of a function from
tabulated values. This method is useful when the corresponding function, here usually
a survivors function ly, is not mathematically specified (usual case in life tables, e.g.

we have certain values on certain ages only).

4.7.2 Lagrangean interpolation of six terms (points).

The power of an interpolation formula is denoted by the number of terms that is
consisted of six term formulae are most famous in the literature, that means formulae
that comprise six successive data points or else six successive tabulated values of a
function.

In general Lagrangean interpolation formula assumes that the fitted polynomial, the
function of interest say u(x) which is of degree k%, is a linear combination of k+/
tabulated values of this function. When only two tabulated values are interpolated by
another then k+/=2 and k=/, the fitted polynomial is of first degree and the
interpolation is called /inear. With the same rationale we have cubic interpolation

when the values to be interpolated are four and the polynomial of third degree. So,
H (x-x,)
= ul(x,
ux) Z —T—)H 2 (x.)

J=i

Then if we have x, =1,x, =3 , the formula takes the above expression with
coefficients, -0.5 and 0.5 respectively for #, and », when the interpolated value is
u, . These are the coefficients for the linear interpolation of u, and u, and the

following is the above derived linear interpolation formula :

(x ) +( 1)ux
(x) z)u(xl) (2 1 1) ( 2)

It is interesting to observe that coefficients add up to one. That happens for every
value that £+ / and then & take. It is justified by the fact that if all tabulated values
have to be equal to a constant then the non tabulated ones have to be equal to the same

constant also.
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A conventional interpolating technique that is usually applied, is the six point
Lagrangean interpolation method. It is very applicable, fast, and very simple to
handle, since it does not require great computational skills by the researcher.

The six term Lagrangean interpolation formula applied on the existing values of the
survivors function /, expresses each non tabulated value as a linear combination of six

particular polynomials in x, each of degree five. As Johnson & Johnson (1990)

describe,
CT16-x,)
x) z ﬁ = I(x
where x,,x,,.....,x, are the tabular ages nearest to x.

When the x;'s are equally spaced this formula can be expressed in simpler forms.

Elandt and Norman Johnson (1990), and Abramowitz, and Stegun (1972), tabulated
the above equation's coefficients, which we also provide in the of this study.
Lagrangean interpolation is a very famous case of interpolation, adopted by several
authors, like e.g., Namboodiri, Suchindran (1987), when conversation comes to

expanding an abridged life table.

4.7.3 Other Six-Term Formulae for (Actuarial) interpolation.

The literature on interpolation techniques contains too many formulae from which few
are used to real data applications. The most applied, is the one previously described,
Lagrangean formula. Formulae that comprise six terms of the interpolated function as
said before, are more famous.

Henry Beers (1944) gathers some of these and compares their performance. It is
reasonable that all comprise cases of piecewise polynomial interpolation. The

formulae briefly stated are:

1. The elementary fifth difference formula.
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2. The curve-of-sines osculatory formula.

3. Sprague's fifth-difference osculatory formula.

4. Shovelton's tangential formula.

5. The minimized-fifth-difference formula.

6. Henderson's famous near-osculator\nolinebreak y formula.
7. Jenkin's formula.

As f(s) we present the function to be interpolated, where our usual choice is the

survivors function ly: or I(x+s).

In general six - point interpolation formulae (most of them here) have three common
characteristics.

They are symmetric in the sense that they give the same results whether they are
applied forward or backward, i.e. f{s) or /(x+s), is the same function of f{-2), f(-1),
J0), f(1), (2) and f(3) as fi-s) is of fi2), f(), f0), f(-1), fi-2) and f(-3) with s positive
and less but not equal to /, and with f{s) denoting the value uy:s (or, 1(x+s)) of the
function we interpolate. The rest f{.)values take similar expressions. They are correct
up to four differences, A%, i.e. when fifth differences are zero, they give the same
results as the classical elementary fourth difference formula applied to the same given
values. They are correct to fifth differences on the average, A’f, i.e. the sum of the
interpolated values in each age interval is equal to the sum computed from the same
given values by the classical elementary fifth difference formula (presented later).
This characteristic is usually a sufficient guaranty of the reliability of the results of
interpolation performed by one of these formulae. The reader interested to
mathematical details on those characteristics may follow the already referred work by,
Beers (1944).
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Formulae Mathematical Expressions

1. The elementary fifth differences formula is considered as the best formula
when fifth differences are constant.

Formula:

I, = f(s) | (s + 2)(s + l)s(s = 1)(s I; 2)

120

1. The curve of sines osculatory formula was used in the course of the construction
from population statistics of some of the early English life tables. It is called
"osculatory" because first and second derivatives of consecutive curves are equal at
points of junction. The term osculatory will be considered in detail. later, when the
category of "osculatory " interpolation techniques will be described.

Formula:

L., =fls)= Erlss 1)(;8_ 2)(1 - cos zs)

1.Sprague's fifth difference osculatory formula has the same first and second
derivatives at each point of junction as the fourth degree curve through that point and
the two given values on each side of it.

Formula:

R B

1. Shovelton's tangential formula is characterized like that, as tangential, because it

makes the first derivatives (but not the second) of consecutive curves equal at points

of function.

Formula:

L. . = f(s): s? -(Hlﬁ:_s.;)i(si_f)
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1. The minimized fifth difference formula was derived for the special purpose of
minimizing the sum of squares of the fifth differences of the interpolated values. It has

no algebraic expression for /.., or f{s).

2. Henderson's (famous, as given by the author) near-osculatory formula (presented
in TASA, Transactions of the American Society of Actuaries,Vol. IX219-20) is

expressed as

Formula:
1. =f(s)=1_+sAl s(s 1)(A21x_1 Lan, 2]
b, | Ly )
6 6 !

1. Jenkin's formula (presented in RAIA, the Records of the American Institute of

Actuaries,Vol. XV, 89) is expressed as

I =f(s)=1_+sAl_+ (s - I)Aﬂx_l
~ 2

N (s+ l)s(s - 1)A31
6

Measures of comparison and formulae evaluation.

We compare the smoothness of formulae 1 to 5 by calculating their fifth differences,

A’f. In general differences of a certain degree may be adopted as a comparison tool of
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two, or more interpolation formulae (for formulae I to 7). As Beers (1944) suggested,
for routine actuarial interpolation it is highly desirable, or even necessary to have a
formula that can be applied with some assurance without preliminary analysis of the
particular characteristics of the differences of the given values of the function to be
interpolated. Now, if fifth differences are negligible in size, there is no problem since
formulae with that characteristic will provide almost the same results. Problems arise
when the fifth differences of the given values are too large to neglect but too irregular
to be plausible. Another criterion of the smoothness of an interpolation formula is
required. Beers (1944), suggested the smallness of the sum of squares of the fifth

differences of the interpolated values.

Y@L,

where /; the interpolated function.
Some of the formulae presented by Beers (1944) are also osculatory. That means, that

they osculate at points of junction x. This is the case we deal within the next sections.

4.8 Osculatory Interpolation

The usual case of interpolation is the one called, ordinary piecewise interpolation. As
it is described we fit polynomials to pieces of the data which we connect, one by one,
at points called joins, and produce a continuous function. The problem is that
derivatives at the joints are discontinuous. Osculatory interpolation techniques
overcome this problem by ensuring that important derivatives (usually the first two)
will be continuous to the whole range of values. In that case polynomials join
smoothly or "kiss", hence the name "osculatory". Osculatory interpolation techniques

introduce here, a method by King and the one of the application of Spline Models.

4.8.1 King's Method

This is the method of osculatory interpolation that was proposed by George King
(1914), mainly in order to reduce the effects of age misstatements in mortality data. It
was applied so to graduate mildly the data and produce some of the published English
Life Tables. The method itself is less applicable and largely for historical interest” It
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requires the assumption of a small effect of age misstatement since it has a small
graduating power. The original method is applied separately to the exposed to risk
population ,E and death counts ,dy although it can be applied directly to the mortality
probabilities ,qx, but only with the assumption of mild amount of error to suffice. If
»Ex, ndx do not obtain a typical pattern, then they do not require just a mild graduation.
In such case King's technique will apply better to the ,q. - values of the abridged life
table. The probability of dying usually demonstrates a typical behavior.

The Method.

Originally the method alternates in the next five steps:

1.The Exposed to risk are grouped into quinquennial age groups.

2. A pivotal exposed to risk value is calculated for the central age of each group, using

King's pivotal value formula.

3. Graduated Exposed to risk values at the remaining ages are found by osculatory

interpolation, using King's osculatory formula.
4. Graduated deaths are obtained by applying steps 1 to 3 to the observed deaths.
5. Graduated mortality rates are found by division.

Next the method's two basic tools are presented via mathematical expressions.

A. King's pivotal value formula.

We consider a third degree polynomial u, and define,

w,= [n]an;wo = [n}lo;wl = [n]”n

u, is the value of our function for age x (e.g., , E,,,d,0r ,q.).

x°n"x
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[n] is a summation operator and it means the n-ferm simple moving average applied

on the sertes of values of u,.

In general the method uses the notion of simple moving averages applied to a series of

function values (here, .F, . Or ,gx)

The usual case is n=5, which implies the use of quinquennial age groups. So,
W, Su +u U U, U,
W, =u_,+u  +u, +u +u,
W o=u,+u, +tu, +ug+u,

A formula for u, in terms of w_,w w, is then considered,

w, =[n, =nu, +-n—(%l1)&u 1 (4.3)

W, + W, +w, =[3nju, =3nu, +3L(9-;—_—1)A2u 1 (4.4)

Where (4.3) is an alternative expression for a simple moving average using the A’ —
operator (difference operator). The last denotes the i-th differences} of a series of

function values.
By subtracting three times equation (4.3) from equation (4.4) we come up with the
following,

Nw , =m’Nu_

Solve the above with respect to A’u_, and substitute the result to equation (4.5). We

finally solve with respect to u, and conclude to King's pivotal value formula,

u = l{wo gn—z;l)Azw 1} 4.5)
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B. King's osculatory interpolation formula.

In order to describe the formulae construction, assume as Benjamin & Pollard (1980)
do in their work, that we have four successive values of a function f{s) or u, (the
function we want to interpolate, e.g., E, dx, g». The four points may be denoted as

A,B,C,D with that their physical order.

The idea s to fit a quadratic through points A,B,C,

u, =(1+A)"u =u , +(x+1)Au_

with slope at position B equal to,

Plus a quadratic through B,C,D,

u, =(1+A) u, =u, + xAu, + %x(x +1)Au,

with slope at point C equal to,

tiuIJ = Au, +1A2u0 =Au_, FEYCH : LYY ]
d = 2 2 2

And a cubic through B,C:
ax® +bx* +cx +d
with gradient,
3ax® +2bx +c
The pivotal values or the joins of the three polynomials are points B,C. As it is
reasonable, it is unable to estimate a function of third degree using two values. We do

that by imposing constraints on the slope values of the fitted polynomials.
By equating ordinates and gradients at the pivotal points B and C, we deduce that:

d=u, (ordinate at B)

49



c=Au, + %Az'u_, (gradient at B)

u,=a+b+c+d (ordinate at C)

1 I
3a+2b+c=Au | + iAzu_1 +—=ANu_, (gradient at C)
2 2

and by solving with respect to a,b,c,d we deduce the interpolating formula of King,

2 2 3

S BiyX
Au_ |+

el 3
u, =u,+xAu | + Nu

Benjamin & Pollard(1980) describe all the above theoretical considerations via a

numerical example.

4.9 Spline Functions

Piecewise polynomials that osculate at specific values known as knots, produce a
polynomial function called spline. They present interesting properties when applied as

a smoothing tool but also as an interpolation tool.
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CHAPTER 5
SOURCE - DATA.

5.1 Source

In this chapter we provide a description of the empirical data sets used.

We use empirical data sets of the male and female populations of Balkan countries
(Hellas-Bulgaria and Romania) during the periods 1975-1995 and Yugoslavia during
the period 1975-1990. The original data sets are taken from the University of Thessaly

and derive from sources and publish like:

e National Statistical Services of each country,

e Statistical Service of European Union,

e Annual publish international organizations (ONU, Annuaire Demographique
and Population prospects 1950-2050),

e European Council.
5.2 Data Sets

In this thesis in order to avoid the influence of age heaping we use empirical data
given in five-year age groups. The empirical death frequencies for each age group
have been calculated as the ratio of deaths and the exposed-to-risk populations.
Especially for the age zero, the death frequency has been calculated as the ratio of
deaths at age zero and births. For our study, we have empirical data given in five-year
age groups sqx, and the analytical one-year qx Departing from the abridged set of
values, for each one of the populations, we produce estimates of the one-year

probabilities, using the formula:

4
g.=1-TJa%q.., ).
=0
Then we compare the resulting qx with the empirical ones. As a result, they are
different each other, so we decide to use the grouped data. There are two fundamental
reasons for providing the data in-groups of ages, rather than by age. The first one is
related with the random variations incorporated in the observed data set, while the

second one is associated to the systematic sources of errors which affect the data sets
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mainly those of developing countries. Most mortality empirical schedules, especially
those used in actuarial practice and in biostatistical applications but even those used in
population analysis in general, are based on limited samples coming from much larger
populations. Being the samples insufficiently small, the age specific mortality rates
calculated from them are heavily affected by significant random fluctuations forming
thus unstable estimates of the true mortality pattern underlying the data. This problem
is common in actuarial practice, when the actuary needs to provide analytical and
accurate mortality estimations having information based only on a limited sample
comprising the policy-holders of a life Office. Demographers face also the same
problem. As Brass (1979) mentioned for about 80% of the population of the world the
mortality data is extremely scanty, therefore researchers face the problem to provide
mortality estimates from very limited and unstable empirical evidence. Considering
the data in wider age intervals, often in five-year ones, the size of these random
fluctuations is minimized and the estimates of the mortality probabilities are less
unstable. Therefore more reliable under the realistic assumption that the random
errors affecting the sizes of both the number of deaths and the exposed to risk
population for a number of subsequent ages in some extension out each other into
each age group. The systematic source of errors effected mortality rates is mainly
related to the phenomenon of heaping, i.e. the appearance of local misstatements of
age recording in both death and population data. The most typical such misstatements
observed in both census and death registration forms is a preference for ages ending in
multiples of five and to some extend at the even ages. The common approach to
overcome this source of systematic errors is to group the data in five year age groups
having a similar motivation as before, i.e. that these over and understatements which

affect the age specific data sets will efface each other into the five year age group.
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CHAPTER 6

DIACHRONIC ANALYSIS (1975-1995) OF THE AGE SPECIFIC
MORTALITY PATTERN BETWEEN THE BALKAN COUNTRIES

6.1 Results

In our analysis, we initially use empirical data given in five-year age groups.
Departing from the empirical frequencies of dying given in five-year age groups, we
use an expanding technique proposed by Kostaki (1991), in order to estimate the age-
specific probabilities of dying. We thus, provide estimations of the graduated age-
specific mortality pattern of each country, for the years 1975, 1980, 1985, 1990, 1995
and therefore form complete life tables for each population considered. The reason
that we used grouped data instead of the empirical analytical ones is related to the
quality of the empirical evidence. An evaluation of the analytical data sets has shown
that these are affected of the problem of age heaping. Grouping them in five-year age
groups the effect of this problem is eliminated. Then using an expanding technique,
one estimates the analytical probabilities of dying. The expanding technique used is a
parametric one in the sense that in its frame a parametric model that represents
mortality as a function of age, is utilized. In the present work the classical eight-
parameter formula of Heligman and Pollard (1980) is used. Many applications of this
model have shown that it is efficient for representing the mortality pattern of the total
life span. Moreover, each one of the eight parameters incorporated in the model has
particular demographic interpretation. Thus, studying the levels as well as the
evolution of the parameter values we provide accurate comparisons over space and
time. The results of our calculations led us to interesting findings for the evolution of
the mortality patterns considered.

We applied the expanding procedure of Kostaki (1991), to the empirical probabilities
of dying sqx, 80>x for the Balkan countries Hellas — Bulgaria — Romania and
Yugoslavia, over the period 1975-1995. The parameters of the formula have been
estimated by means of a non-linear least-squares procedure. The H&P algorithm
EO4FDF, part of the NAG library, was used in order to calculate the unconstrained
minimum of the sum of square (3.2.6). Table 1 in the Appendix-A displays the values
of (3.2.6) on the exit of the iterative procedure, for males and females when th,gﬁi}ﬁﬂo
model is fitted. J.-'!.-" *( 6:,,0
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Since the Heligman & Pollard model is a non-linear model of age x a non-linear least
squares procedure was adopted in order to estimate the parameters. This is
accomplished using an iterative estimation algorithm. EO4FDF routine of the NAG
library is an easy-to-use algorithm for finding the unconstrained minimum of the
supplied sum of squares which is defined here by formula (3.2.6). The applied
Heligman & Pollard models require constraints for the parameters. Since this
algorithm searches for the unconstrained solution, it is expected to occur in some
cases one or more negative parameter values. All parameters are constrained to take
non negative values. Neither of our datasets demonstrated such problems.
Additionally to the use of the subroutine LSFUNT1 in order to calculate the value of
the loss function at the exit of the iterative procedure.

In order to provide adequate starting values for the parameters the UNABR procedure
of the MORTPAK package is used. In some few cases MORTPAK does not suggest
adequate initial values. In such cases the algorithm fails to converge and stops.

In order to obtain estimates for the standard errors of the parameters of HP8, we used
EO04YCF routine also supplied by the NAG library. The E04YCF routine provides
estimates of the elements of the variance-covariance matrix of the estimated
parameters. The estimates are derived from the Jacobian of the loss function’s value at
the given solution. In all cases that we got estimates for the parameters, we didn’t
have problem to obtain an estimate for their standard errors. A floating point occurred
by the algorithm in some cases but we got adequate results for the parameters and for
their standard errors. Several applications of the HP8, like Rogers (1986), or Forfar
and Smith (1987), suggest that the model is overparameterized. An overparameterized
model means that one or more parameters are superfluous and these parameters are
proved statistically insignificant. Congdon (1993), considered the statistical stability
of the parameters and thoroughly discussed the problem of over parameterization of
mortality models while he provided estimates of parameters and their standard errors
fitting a nine parameter version of the Heligman and Pollard formula to an empirical
data set of Greater London 1980-82. For his calculations he used the SPSS-X
package. Additionally Karlis and Kostaki (2001) provide an alternative way for
estimating the standard errors of the parameters of mortality models by utilization of a
bootstrap approach. This leads to more flexible inference and overcomes problems

related to the calculations involved in asymptotic standard errors, described, above.



Moreover, confidence bands for the entire curve can be constructed via bootstrap
reflecting the uncertainty of the model.

Tables A2-A7 in the Appendix-A show the estimated parameters of HP8 model and
their asymptotic standard errors.

The parameter correlations are calculated using the of SPSS statistical package. Table
A.8 in Appendix A and Figure B.2 in Appendix B display the noticeable correlation
between the pairs of parameters A-B, A-C, B-C and G-H, for the entire data set of life
tables. The highly negative correlation between parameters G and H indicate the
almost perfect inverse linear relation of them; a feature which could be helpful in
forecasting as only one of G and H would need to be extrapolated whereas the other
could be estimated from their linear relation. Both G and H consist in the third term of
the model, which reflects the rise in mortality in the later adult ages. While the base
level of mortality (represented by G) decreases with time, the rate of increase of that
mortality (reflected by H) naturally increases.

Let us now use the results of our calculations, in order to describe the evolution of the

age specific mortality pattern, of each country.

6.2 Hellas

6.2.1 Population-Health

Like the rest of the European countries at the post-war years, Hellenic population has
exhibited a change in its demographic profile, experienced falling fertility and longer
life expectancy. In 1997 (the latest empirical data given by the National Statistical
Service of Greece) there were 2071 more births than deaths. Total population is
expected to continue to grow mainly as a result of immigration. However, as in the
other countries of the European Union, the population is ageing.

There is a system of national health and medical care funded through
compulsory public health insurance, but many people are covered by additional
private insurance for health care or pay for the various medical and hospital private
services.

The National Health Service provides free primary care in hospitals and rural
health centers. Supplementary care is paid for by the insurance funds. There are a few

private hospitals and clinics but legislation passed in 1983 forbids the opening of any
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new ones. With the exception of a few highly professional private establishments, the
standard of care is usually higher in the public sector. However, remuneration in the
public sector is low and ‘tips’ for doctors to secure faster or better treatments are
commonplace. There is only a limited number of general practitioners in Hellas. As a
result, most care is provided through the outpatient departments of hospitals and
clinics or by private specialists. The rural health centers have modern diagnostic
equipment but frequently lack technicians to operate it. Most are staffed with
generalists. A reform bill introduced in 1997 aims to tackle many of these problems
by instituting a countrywide network of primary-care providers, better management of

resources and the creation of a public health service to promote preventive medicine.

6.2.2 Comments on Figures

Figures B.3 and B.4 show the age specific mortality probabilities for males and
females during 1975 to 1995 over the whole age range. Mortality in Hellas has
declined over the last 2 decades. The decline in mortality between the 1975 and 1990
has occurred at all ages and for both sexes, but the extend and timing of
improvements has varied. Whilst mortality has declined during the period, the
improvements has not occurred uniformly at all ages. During the examined period the
decline in mortality probabilities have been more intense for infants and children
while relatively lower at the older ages.

Figures B.11 and B.12 show the probabilities of dying, for ages 0 to 15. We
can see that the most striking reductions in mortality occurred in infancy (age 0) and
childhood (1-9 years of age), where death probabilities declined markedly for both
sexes. As expected, for the mortality curve, we have the higher value during 1975. In
other words the probability of dying during the first year of life in 1975 is higher than
20 years later.

Figure B.19 and B.20 show the probabilities of dying, for ages 15 to 40. The
mortality at the young adult ages as reflected in the accident hump become more
pronounced in recent years for both sexes. This is a finding which require further
research but may possibly be attributed to the accelerated traffic accident mortality
while for females this fact is mainly related to their increased participation in the labor

force.
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Figures B.27 and B.28 show the probabilities of dying, for ages 40 to 80 in
detail. It is observed that, the level of adult and senescent mortality is also decreased
by time while the rate of increase of the mortality pattern at these ages becomes

higher in recent years as more and more people survive until senescence.

6.2.3 Progression of parameters

Figures B.75-B.82 show the progression of the parameters A to H overtime for both
males and females, in Hellas. Using the sets of parameter estimates, we provide

comparisons of the mortality patterns through time.

Infant & childhood mortality

It includes three parameters: Parameter A, which reflects the level of infant mortality
has fallen by over 50% from 1975 to 1995 indicating that for both males and females
infant mortality has declined considerably. Throughout the period males have
experienced higher child mortality than females. In most recent years, the parameter
A for males and females are converging.
Parameter B is indicative of the mortality level at age zero and C related to the rate of
mortality decreases in childhood ages. Parameters B and C, for females, while at the
beginning (1975 to 1980), they decrease, then they remain constant from 1980 to
1990, while during the last period (1990-1995), they increase. This might be
explained by the fact that, Hellas has reached to very low levels of mortality, during
the recent years, naturally some random fluctuations are expected. The estimates of B
and C for males remain fairly stable, with a low variation (increase from 1975-1980
and decrease from 1990-1995).

Therefore, the infant and childhood mortality in Hellas has declined over the

last two decades.

Young adult (‘accident’) mortality

The second term in HP8 model represents the ‘accident hump’. When we compare the
‘accident hump’ for males and females, we see that males experienced considerably

higher ‘accident mortality’, with D taking values about four times greater for males
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than for females. We may say that, the progression of D parameter for both sexes
remains about stable.

The increase in E represents the increasing severity of the hump in the curve. The
result from the standard error for the middle term parameter E, has shown that (Table
A.6), in the case of Hellas female 1975-1980-1995 population, it is too large, to give
statistical significance for this parameter.

The location of the hump however for males has remained more or less constant near
age 20 (parameter F), while for females overtime we will notice a decrease in the
parameter. The location of the accident hump, may be at a younger age for females
than for males, during 1995.

The accident hump for the female population of Hellas has obviously been more
intense in recent years, a finding related to the greater participation of the females in
the labor force.

The accident hump becomes more intense for Hellenic males too in recent years. This
phenomenon might be related to the accelerated traffic accidents in Hellas. This
finding has also been noticed in other countries e.g. Australia, (Tickle, L.,1996) and
Great Britain (Pollard, J H., 1996).

Senescent mortality

The third term in HP8 represents the ageing of the body (senescent mortality), and its
parameters describe the age pattern of mortality at the older ages.
Parameter G reflects the level of later adult mortality and H related to the rate of
mortality increases at the later adult ages.
For both males and females the estimates of G behave similarly, i.e. they change
smoothly over the examined period. The level of senescent mortality for both sexes
declined as the years past.
The values of G for males are higher than for females, throughout the period,
indicating higher male mortality throughout the senescent age span.
It is noticeable that H representing the near geometric progression of mortality with
age, which has increase for both sexes.

So it seems that diachronic, the level of adult and senescent mortality
decreased by time, while the rate of increase of the mortality pattern at these ages

becomes higher in recent years, as more and more people survive until senescénge:
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6.2.4 Expectation of life

Life expectancy at birth is the number of years a new-born infant can be expected to
live if prevailing patterns of mortality at the time of its birth remain the same
throughout its life. Life expectancy reflects social factors such as health care, disease
control, immunization, overall living conditions, and nutrition.

Tables A.9 — A.14 and Fig. B.147 — B.149, show the expectation of life at
birth, age 25 and age 65 for males and females based on 1975 to 1995 Hellas
mortality rates. For males the life expectancy at birth at 1975 was 72.09 years,
increased to 75.1 years at 1995. For females the change has been even more dramatic,
the expectation of life having increased from 76.43 years to 83.53 years in 1995.

The progression in life expectancy at age 25 was similar with that at birth. For
males the life expectancy at birth at 1975 was 50.04 years, increased to 51.52 years at
1995. For females the change has been even more dramatic, the expectation of life
having increased from 53.72 years to 60.38 years in 1995.

The expectation of life at age 65 has also improved for both sexes during the
period examined. For males the life expectancy at birth at 1975 was 14.81 years,
increased to 16.23 years at 1995. For females the change has been even more
dramatic, the expectation of life having increased from 16.74 years to 22.41 years in
1995.

Therefore in Hellas the expectation of life, for both sexes has improved over
the last 2 decades, especially during the infant period, with bigger rate for females

than males.

6.3 Bulgaria

6.3.1 Population-Health

A national health-care system provides free medical care to all citizens, but facilities
are often not well equipped. Private treatment is now also available.

A fallen birth rate and a rising death rate, have combined in recent years to deepen the
natural decline in population that has prevailed since the beginning of the 1990’s. The

causes lie mainly in the various effects of economic hardship:
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A high abortion rate and a low marriage rate alike reflect pessimism about future
economic conditions, while high infant mortality arises mainly from deficient health-
care. Number of health-care personnel declined markedly between 1990 and 1992,
under the influence of emigration and shortage of funds, although some recovery took
place in 1993 in most categories, and doctors were still considerably more numerous
than in 1985. The number of hospital beds, however, increased by 3,2% between 1990
and 1993. High infant mortality rates and falling life expectancy in recent years in part
reflect falling standards of health-care, although the fact that infant mortality has
fallen from its peak in 1991 presumably reflects recovery from the immediate post-
communism Crisis.

Until the 1920s, peasants relied on traditional medicine and went to a doctor or
hospital only as a last resort. Traditional healers believed that many illnesses were
caused by evil spirits and could therefore be treated with magic, with chants against
the spirits, with prayers, or by using medicinal herbs. The knowledge of healing herbs
was highly valued in village society. For healing one could also drink, wash, or bathe
in water from mineral springs, some of which were considered holy. Even in post
communist Bulgaria, some resorted to herbal medicine or to persons with reputed
extrasensory healing powers. Because of the scepticism of conventional doctors, little
research was done on the validity of traditional herbal medicine, but in 1991 doctors
began to consider rating skilled herbalists as qualified specialists.

Beginning in 1944, Bulgaria made significant progress in increasing life expectancy
and decreasing infant mortality rates. In 1986 Bulgaria's life expectancy was 68.1
years for men and 74.4 years for women. In 1939 the mortality rate for children under
one year had been 138.9 per 1,000; by 1986 it was 18.2 per 1,000, and in 1990 it was
14 per 1,000, the lowest rate in Eastern Europe. The proportion of long-lived people
in Bulgaria was quite large; a 1988 study cited a figure of 52 centenarians per 1
million inhabitants, most of whom lived in the Smolyan, Kurdzhali, and Blagoevgrad
regions.

The steady demographic ageing of the Bulgarian population was a concern, however.
In the 1980s, the number of children in the population decreased by over 100,000. The
prenatal mortality rate for 1989 was 11 per 1,000, twice those in West European
countries. In 1989 the mortality rate for children of ages one to fourteen was twice as
great as in Western Europe. The mortality rate for village children was more:than

twice the rate for city children. However, in 1990 some Bulgarian cities had mortality
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rates as low as 8.9 per 1,000, which compared favourably with the rates in Western
Europe.

Poor conditions in maternity wards and shortages of baby needs worried new and
prospective mothers. Hospital staff shortages meant that doctors and nurses were
overworked and babies received scant attention. Expensive neonatal equipment was
not available in every hospital, and transferral to better-equipped facilities was rare. In
1990 the standard minimum weight to ensure survival at birth was 1,000 grams,
compared with the World Health Organization standard of 500 grams.

The number of medical doctors, nurses, and dentists in Bulgaria increased during the
1980s. Bulgaria had 27,750 doctors in 1988, almost 6,000 more than in 1980. This
meant one doctor for every 323 Bulgarians. Some 257 hospitals were operating in
1990, with 105 beds per 1,000 people.

Like other aspects of society, health services underwent significant reform after 1989.
In 1990 health officials declared that the socialist system of polyclinics in sectors
serving 3,000 to 4,000 people did not satisfy the public's need for more complex
diagnostic services. They claimed the system was too centralized and bureaucratic,
provided too few incentives for health personnel, and lacked sufficient modern
equipment and supplies. Thereafter, new emphasis was placed on allowing free choice
of a family doctor and providing more general practitioners to treat families on an
ongoing basis. Beginning in 1990, Bulgaria began accepting donations of money and
medicine from Western countries. During the reform period, even common medicines
such as aspirin were sometimes in short supply. Prices for medicines skyrocketed.
Shortages of antibiotics, analgesics, dressings, sutures, and disinfectants were chronic.
In November 1989, the Council of Ministers decreed that doctors could be self-
employed during their time off from their assigned clinics. Doctors could work for
pay either in health facilities or in patients' homes, but with significant restrictions.
When acting privately, they could not certify a patient's health or disability, issue
prescriptions for free medicine, perform outpatient surgery or abortions, conduct
intensive diagnostic tests, use anaesthetics, or serve patients with infectious or
venereal diseases. In 1990 the National Assembly extended the right of private
practice to all qualified medical specialists, and private health establishments and
pharmacies were legalized. Church-sponsored facilities were included in this
provision. The 1990 law did not provide for a health insurance system, however, and

establishment of such a system was not a high legislative priority for the early 1990s.
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In 1991 the government created a National Health Council to be financed by 2.5
billion leva from the state budget plus funds from donors and payments for medical
services. The goal of the new council was to create a more autonomous health system.
Also in 1991, the Ministry of Health set up a Supreme Medical Council and a
Pharmaceutics Council to advise on proposed private health centers, pharmacies, and
laboratories and to regulate the supply and distribution of medicine.

In 1988 the top three causes of death in Bulgaria were cardiovascular illnesses,
cancer, and respiratory illnesses. An expert estimated that “socially significant
diseases” caused 88 percent of all deaths. That resulted from an unhealthy lifestyle
and was thus preventable. Strokes, the most prevalent cause of death, killed a higher
percentage of the population in Bulgaria than anywhere else did in the world. In 1985
nearly 58,000 Bulgarians suffered strokes, and nearly 24,000 of them died. The
mortality rate for strokes was especially high in northern Bulgaria, where it sometimes
exceeded 300 fatalities per 100,000 persons. In villages the rate was three times as
high as in the cities. Doctors cited unhealthy eating habits, smoking, alcohol abuse,
and stress as lifestyle causes of the high stroke rate.

In 1990 about 35 percent of Bulgarian women and 25 percent of men were
overweight. Sugar provided an average of 22 percent of the calories in Bulgarian
diets, twice as much as the standard for balanced nutrition. Another 35 percent of
average calories came from animal fat, also twice as much as the recommended
amount. That percentage was likely much higher in the villages, where many animal
products were made at home. Modernization of the food supply generally led to
increased consumption of carbohydrates and fats. In contrast, the traditional Bulgarian
diet emphasized dairy products, beans, vegetables, and fruits. Large quantities of
bread were always a key element of the Bulgarian diet. Average salt consumption was
also very high. In 1990 the average Bulgarian consumed 14.5 kilograms of bread, 4.4
kilograms of meat, 12.6 kilograms of milk and milk products, 15 eggs, and 15
kilograms of fruits and vegetables per month.

In the 1980s, Bulgaria ranked tenth in the world in per capita tobacco consumption.
Tobacco consumption was growing, especially among young people. Each Bulgarian
consumed 7.34 liters of alcohol per month, not including huge amounts of home-made
alcoholic beverages. Between 1962 and 1982, recorded alcohol consumption

increased 1.6 times.
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In 1990 an estimated 35 percent of the population risked sertous health problems
because of environmental pollution. In the most polluted areas, the sickness rate
increased by as much as twenty times in the 1980s. By 1990, pollution was rated the
fastest-growing cause of "socially significant diseases," particularly for respiratory
and digestive disorders. Doctors in the smelting center of Srednogorie found that the
incidence of cancer, high blood pressure, and dental disorders had increased
significantly in the 1980s.

Pollution had an especially adverse effect on the immune systems of children. In the
first few years of the Giurgiu plant's operation, the number of deformed children born
across the Danube in Ruse increased 144 percent. From 1985 to 1990, this number
increased from 27.5 to 39.7 per 1,000. Miscarriages, stillbirths, and premature, low-
weight births doubled during that period. The infant mortality rate in Srednogorie was
three times the national average in 1990. Excessive lead in the soil and water at
Kurdzhali had caused a great increase in skin and infectious diseases in children there.
In 1990 environmental authorities named the village of Dolno Ezerovo, near Burgas,
the "sickest village in Bulgaria" because over 60 percent of its children suffered from
severe respiratory illnesses and allergies.

In 1987 Bulgarian health authorities instituted limited mandatory testing for human
immuno deficiency virus (HIV), which causes acquired immune deficiency syndrome
(AIDS). All prospective marriage partners, all pregnant women, and all transportation
workers arriving from outside Bulgaria were required to be tested. Hemophiliacs,
Bulgarian navy sailors who had traveled abroad after 1982, and students and workers
visiting vacation resorts also fell under this rule. As of October 1989, some 2.5
million people in Bulgaria, including about 66,000 foreigners, had been tested for
HIV, and 81 Bulgarians were diagnosed as HIV positive. According to government
figures, six of that number had contracted AIDS. Foreigners diagnosed as HIV
positive were ordered to leave the country. Bulgaria estimated it would spend over

US$4 million to treat AIDS and HIV-positive patients in 1991.

6.3.2 Comments on Figures

Figures B.5 and B.6 show mortality rates by age for males and females during 1975 to
1995 over the whole age range. Figure B.13 to B.14 show the rates for ages 0 to 15,
Figure B.21 to B.22 show the rates for ages 15 to 40, and Figures B.29 to B.30 shows
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the rates for ages 40 to 80 in detail. Mortality in Bulgaria has slightly declined over
the last two decades for females while this has been in higher levels for males
especially at the later adult ages. At the Especially for males the age pattern of
mortality at the later adult ages exhibit a higher level by time with declined rate of
increase. A curious finding requiring further research is that the accident hump for
females is almost disappeared though the Bulgarian females experienced high labor
force participation rates throughout the examined period. The diminishing of the
accident humps in Bulgaria might be related to the intense emigration from that

country.

6.3.3 Progression of parameters

The three components of mortality and their contribution to total mortality are
illustrated graphically in Figure B.83-B.90. All the parameters have demographic

interpretations.

Infant & childhood mortality

Parameter A has remain constant for males, while for females it has fallen, indicating
that only for females infant mortality has declined considerably.

The parameters B and C for males increase from 1975 to 1995. For females the
parameters remain fairly stable, with a low variation (decrease from 1975 to 1990 and
increase from 1990 to 1995). It is evidence that male mortality has not declined, while

female mortality has declined over the period 1975 to 1995.

Young adult (‘accident’) mortality.

When we compare the ‘accident hump’ for males and females, it seems that, even
though they have the same starting point for D at 1975, then males experienced
considerably higher ‘accident mortality’, with D taking values about three times
greater for males than for females. We may say that, the progression of parameter D
for both sexes remains about constant, which means that after 1980 we have almost

decreasing parallel lines for both sexes.
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The increase in E represents the increasing severity of the hump in the curve, its
spread. We may say that E remains constant, with higher spread for males than for
females. The result from the standard error for the middle term parameter E, has
shown that (Table A.6), in the case of Buigarian males - females populations during
1975, is too large, to give statistical significance for this parameter.

The location of the hump however for both males and females, has remained more or
less constant close to 20 years (parameter F). The result from the standard error for
the middle term parameter F, has shown that, in the case of Bulgaria females 1975 and
1990 population, it is too large, to give statistical significance for this parameter.

The fact of large standard errors in the middle term parameters of the female
populations, is mainly related to the nature of the age specific age pattern of mortality,
that exhibits a much lighter accident hump compared with that of the male ones,
which on the other hand is very predominant. Moreover, in several cases int the female
populations this accident hump becomes nearly non-existent. Therefore, in such cases
the addition of one more parameter in the middle term of the model is superfluous,
since the contribution of this term to the model fitting is nearly negligible.

It 1s evidence that the acctdent hump is almost disappeared from the mortality curves
of Bulgarian females at the years 1975, 1990 and 1995.

This is a curious finding requiring further research. The diminishing of the accident

humps in Bulgaria might be related to the intense emigration from that country.
Senescent mortality

The values of G for males are higher than for females, throughout the period,
indicating higher male mortality throughout the senescent age span. Although the
values for females have remained relatively constant, for males they have increased.

It is noticeable that for both sexes, the estimates of H behave similarly: H decreases
with time at the same rate, with starting point bigger for females than males.

Therefore, the level of later adult and senescent mortality increases by time for
Bulgarian males, while they remain fairly stable for the corresponding female
population. The causes possibly lie in the significant lowering of the economic and

social status in Bulgaria.
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6.3.4 Expectation of life

A measure of mortality that is not distorted by changes in the age structure of the
population is the expectation of life. Tables A.9 — A.14 and Fig. B.150 — B.152, show
the expectation of life at birth, age 25 and age 65 for males and females. For males the
life expectancy at birth at 1975 was 68.61 years, but by 1995 this had decreased to
67.55 years. For females the change has been in the opposite direction, the
expectation of life having increased from 73.41 years in 1975 to 75.45 years in 1995.

The progression in life expectancy at age 25 was similar with that at birth. The
improvement for females, being 2.5 years throughout the examined period, while for
males it has been reduced by roughly two years.

Bulgarian females experienced an improvement in their expectation of life
over the last two decades, which is almost entirely due to improvements in the year
after birth and for ages 25 and over, with the greatest improvement occurring in the

senescent ages.

6.4 Romania

6.4.1 Population-Health

Romania’s population has fallen every year since 1990 as a result of a combination of
declining birth rates, increasing mortality rates and emigration.
There are many health problems in Romania. As a result of the practice of giving
newborn babies blood transfusions if they appeared anemic, a large number of
children contracted acquired immune deficiency syndrome (AIDS) from contaminated
needles and blood. Many women are also infected. Hepatitis B is also widespread.
Illnesses associated with heavy pollution are common. Health facilities are often
poorly equipped and understaffed. Large groups of orphaned children do not receive
adequate attention or care, and conditions in psychiatric hospitals are often poor. The
government has been addressing these problems with foreign assistance.

The age-specific death rates for all age groups over 35 increased between 1990
and 1997, resulting in an increase in the overall death rate from 10.6 per 1000
inhabitants in 1990 to 12.2 in 1997. Although this improved to 11.8 per 1000
inhabitants in 1999, Romania’s death rate is one of the higher in Eastern Europe, after

Bulgaria, Hungary and Estonia. Male life expectancy has stabilized in the 1990%sat
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just over 73 years. Romania continues to experience high infant and maternal
mortality rates, even by the standards of many middle-income developing countries,
although some improvement gas been recorded since 1994.

Romania’s healthcare system has deteriorated in recent years, as hospitals
have lost funding and expert staff as a result of public-spending cuts, and is
considerably below the standards of western Europe. Most households are unable to
afford private alternatives. This is reflected in the country’s infant mortality rate,
which remains one of Europe’s highest, despite declining from 26.9 deaths per 1000
live births in 1989 to 22.1 per 1000 in 1997. Among east European countries outside
the Commonwealth of Independent States (CIS), only Albania and FYROM have
equivalent or higher infant mortality rates. The maternal mortality rate, at 60 per 1000
births, is six times that of Poland or Hungary and three times that of Russia, according
to UN. Health expenditure accounts for only 3% of total government expenditure
(compared with an EU average in 1997 of 7.8%), the lowest proportion in Eastern
Europe. In Romania the number of medical staff has been falling: in 1996 there was
46893 physicians (including dentists) compared with 48530 in 1990, giving a ratio of
490 inhabitants per physician. Equipment is inadequate and physical conditions in

much of the hospital system are deteriorating.

6.4.2 Comments on Figures

Figures B.7 and B.8 show the probabilities of dying by age for males and females
during 1975 to 1995 over the whole age range. Only childhood mortality in Romania
has somewhat declined over the last two decades. The accident hump has almost
disappeared through time for both sexes. The shape of the mortality curve at ages 15
to 25 for females is more flat than for males, as it was expected, because of the
negative accession of the women to the work force. It is evident that male mortality

has not declined, at the adult ages.

6.4.3 Progression of parameters

Figures B.91-B.98 show the progression of the parameters A to H overtime for males

and females, in Romania.
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Infant & childhood mortality

In passing, one will notice that parameter estimates of A, B and C, for both sexes vary
much more, as one might expect. Parameter A, has fallen by over 50% from 1975 to
1995 for females, indicating that female child mortality, has declined considerably.
The parameter estimates in this model, B and C for both sexes, while at the beginning
(1975 to 1985), it seems that they decrease, then in 1990 increases, while during the
recent years, they decrease.

The interpretation of these results is not clear. It seems that the level of infant
mortality decreases by time. We have noticed an unusually high value of infant-
childhood mortality, in 1990. We can explain that by the social-economic problems

Romania has faced during this period.

Young adult (‘accident’) mortality.

The middle term reflects accident mortality and it includes three parameters.
Parameter D related to the severity of the accident mortality for males and females
remains about stable. The result from the standard error for the middle term parameter
D, has shown that for Romanian female population in 1995, is too large, to give
statistical significance for this parameter.
The parameter E related to the spread of the accident hump for females remains
stable.
The result from the standard error for the middle term parameters E, has shown that
for females during 1995 and for males over the period 1980 to 1995, is too large, to
give statistical significance for this parameter.
The location of the hump however, has remained more or less constant close to the
age of 20 years, (parameter F). The result from the standard error for the middle term
parameters F, has shown that for Romania of males and females during 1995 is too
large, to give statistical significance for this parameter. It is evident that the accident
hump of the two Romania populations becomes disappeared at recent years.

The diminishing of the accident humps in Romania might be related to the

intense emigration from that country.
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Senescent mortality

The parameter estimates G in this model for males are higher than for females,
throughout the period, indicating hiéher male mortality, throughout the senescent age
span. The values for females have remained relatively constant, while for males they
have increased.
The estimates of H for males, have fallen over the period 1975-1995, while for
females, they have remain almost stable.

An unusual though plausible finding is that the levels of later adult and
senescent mortality increase by time for Romanian males, while they remain fairly
stable for the corresponding female populations. The causes possibly lie in the

significant lowering of the economic and social status Romania.

6.4.4 Expectation of life

Tables A.9 — A 14 show the expectation of life at birth, age 25 and age 65 for males
and females. In order to assist interpreting the results, it is helpful to construct a graph
of the expectation of life at each combination. This graph is shown in Figures B.153-
B.155. For males the life expectancy at birth at 1975 in Romania was 67.68 years, but
by 1995 this had decreased to 65.58 years. For females the expectation of life has
been increased from 72.83 years in 1975, to 73.56 years in 1995.

The life expectancy at age 25 for females, has remain constant, when for males
it has reduced over this period. It is evident that male mortality has not declined, when

females mortality has remain constant, over the period 1975 to 1995.

6.5 Yugoslavia

6.5.1 Population-Health

Despite significant decreases in mortality in recent decades, the level and structure of
mortality of the Yugoslav population remains much less favorable than in developed
countries. According to data for 1990-91, life expectancy was 69 for males and 74 for
females (in contrast to 53.5 and 56 respectively in the 1950’s); 50% of the post war
increase is accounted for by the 1950/51-1960/61 period. The infant mortality rate has
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been decreasing throughout the post war period from 117.2 per 1000 in 1950 to 14.3
per 1000 in 1996. Nevertheless, this compares poorly with the infant death rate in
most European countries. There was an increase in the infant mortality rate in 1992-
1995, when it rose from about 21 per 1000 in 1991 to 23.7 per 1000 in 1995. This is
explained by factors associated with the introduction of international sanctions and the
economic deterioration of the country. Besides Yugoslavia, in Europe such high rates
prevailed only in Albania and Romania.

Inter war Yugoslavia was noted for the endemic presence of malaria, typhus, typhoid,
syphilis, dysentery, and trachoma. By the 1980s, these scourges had been reduced to
individual cases. Still, Serbia and Montenegro suffer from significant health problems.
Before the civil unrest of the 1990s, infant mortality was more than 63 per 1,000 live
births in Kosovo and averaged 35 per 1,000 throughout Serbia and 22 per 1,000 in
Montenegro. Only the Vojvodina, with an infant death rate of 12 per 1,000,
approached standards of central and Western Europe.

Despite marked improvements in medical services, Yugoslavia's population suffers
from crowded housing conditions, poor nutrition, and lack of sanitary services.

The communist regime introduced a health insurance program in 1945. Currently,
pregnant women, infants, and children up to age 15 receive complete health care, as
do students up to age 26. All citizens also are entitled to treatment for infectious
diseases and mental illness. Still, about one-fifth of the population remains outside the
health care system.

The regime has placed great emphasis on training doctors. Before World War II, one
doctor served every 12,000 inhabitants in Yugoslavia. In 1990 there was one doctor
for every 400 residents of Serbia and one for every 530 residents of Montenegro.
Kosovo was the most poorly served region, with one physician for every 900 residents
in 1990.

An extensive national health system covers the rural and urban populations. Private
practice was legalized in 1990, and a growing number of doctors, dentists, and nurses
now choose to operate in the private sector. However, most people cannot afford
private medical or dental treatment, and public hospitals are often short of supplies
and equipment. In general, the country has experienced a lowering of health
standards. With food shortages, the average calorie intake of children has dropped
from 3,200 to 2,100 per day.
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6.5.2 Comments on Figures

Figures B.9 and B.10 show the probabilities of dying by age for males and females
during 1975 to 1990 over the whole age range. During this period the mortality
pattern exhibit a reduction for the whole life span. The accident hump of females that

was intense at 1980 and 1985, becomes disappeared at 1990.

6.5.3 Progression of parameters

Figures B.99-B.106 show the progression of the parameters A to H overtime for both

males and females, in Yugoslavia.

Infant & childhood mortality

At a glance, one will notice that the parameter A has fallen by over 50% from 1975 to
1990 indicating that for both males and females infant mortality has declined
considerably.

The parameter B, which is indicative of the rate of infant mortality while at the
beginning (1975 to 1980), it seems that we have a fallen, then we have an increase
from 1980 to 1985, and during the recent years, it has declined.

The estimates of C for males and females remain fairly stable, with a low variation:
decrease from 1975-1980, then increase from 1980-1985 and during the recent years
decrease.

It is an evident that in Yugoslavia the infant and childhood mortality, over the period
1975 to 1990, has declined.

Young adult (‘accident’) mortality.
When we compare the ‘accident hump’ for males and females, we see that males
experienced considerably higher ‘accident mortality’, with D taking values about two

times greater for males than for females. We may say that, parameter D for both sexes

reduces with almost the same rate.
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The result from the standard errors of all estimates of the parameter E, has shown that
in Yugoslavia it is too large (larger than the half the corresponding estimated values
of the parameters), to give statistical significance for this parameter.

The diminishing of the accident humps in Yugoslavia might be related to the intense

emigration from these countries.

Senescent mortality

For both males and females the estimates of G behave similarly, 1.e. they change
smoothly as the level of high life mortality changes.
The estimates of G for males are higher than for females, throughout the period,
indicating higher male mortality throughout the senescent age span.
Parameter H for both sexes males and females it has fallen at the beginning from
1975-1980, while at the period 1980-1990 it remains constant.

As expected in Yugoslavia, the senescent mortality remains stable during the

last 2 decades, with bigger level for males,.

6.5.4 Expectation of life

Tables A.9 — A.14 and Fig. B.156 — B.158, show the expectation of life at birth, age
25 and age 65 for males and females. For males the life expectancy at birth on 1975 —
1990 data for Yugoslavia was 66.98 years, but by 1990 this has increased to 69.4
years. For females the change has been even more dramatic, the expectation of life
having increased from 71.77 years to 75.65 years in 1990.

The progression in life expectancy at age 25 was similar with that at birth. The
improvement for females, being two years, when for males it is 0.5 years. It is evident

that in Yugoslavia mortality has declined especially for, over the period 1975 to 1990.

6.6 Conclusions on Comparisons over time

Like the rest of the European countries at the postwar years, Hellenic population has
exhibited a change in its demographic profile, experienced falling fertility and longer
life expectancy. In 1997 (the latest empirical data given by the National Statistical

Service of Greece) there were 2071 more births than deaths. Total populationsis
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expected to continue to grow mainly as a result of immigration. However, as in the
other countries of the European Union, the population is aging.

A fallen birth rate and a rising death rate, have combined in recent years to

deepen the natural decline in popule;tion that has prevailed since the beginning of the
1990’s. The causes lie mainly in the various effects of economic hardship:
A high abortion rate and a low marriage rate alike reflect pessimism about future
economic conditions, while high infant mortality arises mainly from deficient health-
care. Number of health-care personnel declined markedly between 1990 and 1992,
under the influence of emigration and shortage of funds, although some recovery took
place in 1993 in most categories, and doctors were still considerably more numerous
than in 1985. The number of hospital beds, however, increased by 3,2% between 1990
and 1993. High infant mortality rates and falling life expectancy in recent years in part
reflect falling living standards and standards of health-care, although the fact that
infant mortality has fallen from its peak in 1991 presumably reflects recovery from
the immediate post-communism crisis.

Romania’s population has fallen every year since 1990 as a result of a
combination of declining birth rates, increasing mortality rates and emigration.

There are many health problems in Romania. As a result of the practice of
giving newborn babies blood transfusions if they appeared anemic, a large number of
children contracted acquired immune deficiency syndrome (AIDS) from contaminated
needles and blood. Many women are also infected. Hepatitis B is also widespread.
Illnesses associated with heavy pollution are common. Health facilities are often
poorly equipped and understaffed. Large groups of orphaned children do not receive
adequate attention or care, and conditions in psychiatric hospitals are often poor. The
government has been addressing these problems with foreign assistance. Romania
continues to experience high infant and maternal mortality rates, even by the
standards of many middle-income developing countries.

Romania’s healthcare system has deteriorated in recent years, as hospitals
have lost funding and expert staff as a result of public-spending cuts, and is
considerably below the standards of western Europe. Most households are unable to
afford private alternatives. This is reflected in the country’s infant mortality rate,
which remains one of Europe’s highest, despite declining from 26.9 deaths per 1000
live births in 1989 to 22.1 per 1000 in 1997. Among east European countries outside
the Commonwealth of Independent States (CIS), only Albania and FYROM Have
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equivalent or higher infant mortality rates. The maternal mortality rate, at 60 per 1000
births, is six times that of Poland or Hungary and three times that of Russia, according
to UN. Health expenditure accounts for only 3% of total government expenditure
(compared with an EU average in 1997 of 7.8%), the lowest proportion in Eastern
Europe. In Romania the number of medical staff has been falling: in 1996 there was
46893 physicians (including dentists) compared with 48530 in 1990, giving a ratio of
490 inhabitants per physician. Equipment is inadequate and physical conditions in
much of the hospital system are deteriorating.

Despite significant decreases in mortality in recent decades, the level and
structure of mortality of the Yugoslav population remains much less favorable than in
developed countries. The infant mortality rate has been decreasing throughout the post
war period from 117.2 per 1000 in 1950 to 14.3 per 1000 in 1996. Nevertheless, this
compares poorly with the infant death rate in most European countries. There was an
increase in the infant mortality rate in 1992-1995, when it rose from about21 per 1000
in 1991 to 23.7 per 1000 in 1995. This is explained by factors associated with the
introduction of international sanctions and the economic deterioration of the country.
Besides Yugoslavia, in Europe such high rates prevailed only in Albania and
Romania. Inter war Yugoslavia was noted for the endemic presence of malaria,
typhus, typhoid, syphilis, dysentery, and trachoma. By the 1980s, these scourges had
been reduced to individual cases. Still, Serbia and Montenegro suffer from significant
health problems. Before the civil unrest of the 1990s, infant mortality was more than
63 per 1,000 live births in Kosovo and averaged 35 per 1,000 throughout Serbia and
22 per 1,000 in Montenegro. Only the Vojvodina, with an infant death rate of 12 per
1,000, approached standards of central and Western Europe.

Mortality in Hellas has declined over the last two decades. The decline in
mortality between the 1975 and 1990 has occurred at all ages and for both sexes, but
the extend and timing of improvements has varied. Whilst mortality has declined
during the period, the improvements has not occurred uniformly at all ages. During
the examined period the decline in mortality probabilities have been more intense for
infants and children while relatively lower at the older ages. We can see that the most
striking reductions in mortality occurred in infancy (age 0) and childhood (1-9 years

of age), where death probabilities declined markedly for both sexes.
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The accident hump for the female population of Hellas has obviously been more
intense in recent years, a finding related to the greater participation of the females in
the labor force.
The accident hump becomes more intense for Hellenic males too in recent years. This
phenomenon might be related to the accelerated traffic accidents in Hellas. This
finding has also been noticed in other countries e.g. Australia, (Tickle, L.,1996) and
Great Britain (Pollard, J.H., 1996).
The expectation of life at birth, age 25 and age 65 in Hellas, has improved for both
sexes during the period examined.
Mortality in Bulgaria has slightly declined over the last two decades for females while
this has been in higher levels for males especially at the later adult ages. At the
Especially for males the age pattern of mortality at the later adult ages exhibit a higher
level by time with declined rate of increase. A curious finding requiring further
research is that the accident hump for females is almost disappeared though the
Bulgarian females experienced high labor force participation rates throughout the
examined period. The accident hump is almost disappeared from the mortality curves
of Bulgarian females at the years 1975, 1980, 1985 and 1990 being slight at 1995.
Only childhood mortality in Romania has somewhat declined over the last two
decades. The accident hump has almost disappeared through time for both sexes. The
shape of the mortality curve at ages 15 to 25 for females is more flat than for males, as
it was expected, because of the negative accession of the women to the work force. It
is also observed that the mortality pattern for males strongly increases by time at the
adult ages. The accident hump of the two Romanian populations becomes disappeared
at recent years.
An unusual though plausible finding is that the levels of later adult and senescent
mortality increase by time for Bulgarian and Romanian males, while they remain
fairly stable for the corresponding female populations. The causes possibly lie in the
significant lowering of the economic and social status in the two countries especially
in Romania.

During this period the mortality pattern exhibit a reduction for the whole life
span, in Yugoslavia.
The accident hump of Yugoslavian females that was intense at 1980 and 1985

becomes disappeared at 1990.
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The diminishing of the accident humps in Bulgarian, Romanian and Yugoslavian
populations might be related to the intense emigration from these countries.
The estimates of G for males are higher than for females, throughout the period,

indicating higher male mortality throughout the senescent age span.
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CHAPTER 7

COMPARISON OF THE AGE SPECIFIC MORTALITY PATTERN
BETWEEN THE BALKAN COUNTRIES

7.1 Comparison of the age specific mortality pattern between the Balkan countries in
1975.

7.1.1 Comments on Figures

Figures B.35 and B.36 show the probabilities of dying by age for males and females
during 1975 over the whole age range. In general, the probability for someone to die,
in Hellas ts smaller than the other countries. We have the lowest values for Hellas,
then for Bulgaria, Romania and Yugoslavia.

Figure B.45 and B.46 show the probabilities of dying for ages O to 15. For the
mortality curve, we have the lowest value for Hellas, then for Bulgaria, Yugoslavia
and Romania. In other words, the probability for someone to die during the first year
of life is higher in Romania than in Yugoslavia, Bulgaria or in Hellas.

Figure B.55 and B.56 show the probabilities of dying for ages 15 to 40. The mortality
patterns for young adults are generally lower in Hellas. As expected, the shape of the
mortality curve at ages 15 to 25 for females during 1975 is more flat than for males.

As can be seen from Figures 55 and 56 of Appendix B, the accident hump that
corresponds to the early adult ages, does not appear. Thus the middle term of the
model (parameters D, E and F) is unnecessary and superfluous in this case and to that
extent the model 1s overparameterized.

Figures B.65 and B.66 show the probabilities of dying for ages 40 to 80 in detail. As
expected, the mortality patterns for females are generally lower than males. In
general, the probability for someone to die in Hellas is smaller than the other
countries. We have the lowest value for Hellas, then for Bulgaria, Romania and

Yugoslavia.

7.1.2 Progression of parameters in 1975

Figures B.107-B.114 show the progression of the parameters A to H during 1975, for

all countries.
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Infant & childhood mortality

The parameters A, B and C describe the pattern of mortality during the infant and
childhood ages. It is clear from the plot of the parameters A, B and C, that in 1975,
Romania has a score which is substantially higher than that in the other countries,
indicating that for both males and females infant mortality has declined considerably
from country to country.

Therefore, the country with the lowest value of infant mortality during 1975 is

Hellas then Bulgaria, Yugoslavia and Romania.

Young adult (‘accident’) mortality.

The parameter estimates D, E and F in HP8 model represent the ‘accident hump’.
When we compare the ‘accident hump’ for males and females, we see that males
experienced considerably higher ‘accident mortality’, with D taking higher values for
males than for females. The progression of parameter D between the countries, for
females, vary much more than for males.

The result from the standard error for the middle term parameter E, has shown that it
does not, give statistical significance for this parameter for Yugoslavia females.

The location of the hump however for males has remained more or less constant near
age 20 (parameter F), for all countries, except Yugoslavia, Bulgaria and Hellas

females which are not statistical significant.

Senescent mortality

The third term in HP8 represents the ageing of the body (senescent mortality), and its
parameters describe the age pattern of mortality at the older ages.

The values of G for males are higher than for females, indicating higher male
mortality than for females, throughout the senescent age span.

The values for females have remained relatively stable, while for males we have the
lowest value for Hellas then for Bulgaria — Romania and Yugoslavia, indicating that

the level of senescent mortality differs from country to country.
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It is noticeable that H representing the near geometric progression of mortality with
age, has remained relatively stable for males, while for females we have the higher

value for Bulgaria - Hellas then for Yugoslavia and Romania.

7.1.3 Expectation of life

Tables A9 — A.14 and Fig. B.159 — B.161, show the expectation of life at birth, age
25 and age 65 for males and females based on 1975 Hellas — Bulgaria - Romania -
Yugoslavia mortality rates. For males the life expectancy at birth in 1975 data in
Hellas was 72.09 years, while in Bulgaria it was 68.61, in Romania 67.68 and
Yugoslavia 66.98 years. The expectation of life respectively for females in Hellas was
76.43 years, in Bulgaria 73.41 years, in Romania 72.83 years, in Yugoslavia 71.77
years.

The progression in life expectancy at age 25 was similar with that at birth. For
males the life expectancy at age 25 on 1975 data for Hellas was 50.04 years, while in
Bulgaria it was 46.6, in Romania 46.95 and Yugoslavia 46.22 years. For females, the
expectations of life in Hellas was 53.72 years, in Bulgaria 50.66 years, in Romania
51.46 years and Yugoslavia 50.6 years.

For males the life expectancy at age 65 on 1975 data for Hellas was 14.81
years, while in Bulgaria it was 12.76, in Romania 13.44 and Yugoslavia 12.75 years.
For females, the expectation of life in Hellas was 16.74 years, in Bulgaria 14.35 years,

in Romania 15.92 years and in Yugoslavia 14.7 years.

7.2 Comparison of the age specific mortality pattern between the Balkan countries in

1980

7.2.1 Comments on Figures

In order to assist in interpreting the results, it is helpful to construct a graph of the
mortality patterns by age for males and females during 1980, over the whole age
range. These graphs are shown in Figures B.37 and B.38. In general, the probability
for someone to die, in Hellas is smaller than the other countries.

Figure B.47 and B.48 show the probabilities of dying for ages 0 to 15. From

inspection of these graphs, we see that, we have the lowest value for Hellas, then‘for
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Bulgaria, Yugoslavia and last Romania. The interpretation of these results is that, the
probability of dying during the first year of life is higher in Romania than Yugoslavia-
Bulgaria and Hellas. We can see that the most striking reductions in mortality
occurred in infancy (age 0) and childhood (1-9 years of age), where mortality patterns
declined markedly and remarkably uniformly for both sexes.

Figures B.57 and B.58 show the probabilities of dying for ages 15 to 40. The
mortality patterns for young adults are generally lower in Hellas. As expected, the
shape of the mortality curve at ages 15 to 25 for females during 1980 is more flat than
for males.

Figures B.67 and B.68 show the probabilities of dying for ages 40 to 80 in detail. As
expected, the mortality patterns for females are generally lower than males. In
general, the probability for someone to die in Hellas is smaller than the other
countries. We have the lowest value in Hellas, then for Bulgaria, Yugoslavia and

Romania.

7.2.2 Progression of parameters in 1980

Figures B.115-B.122 show the progression of the parameters A to H during 1980, for

all countries.

Infant & childhood mortality

At a glance, one will notice that we have the lowest values of the parameter A, for
Romania then for Yugoslavia - Bulgaria and Hellas, indicating that for both males and
females infant mortality has declined considerably from country to country. As can be
seen, the parameter estimates for both males and females are converging.

The values of parameter C for both sexes are lower for Romania then Yugoslavia -
Bulgaria and Hellas, indicating that for both males and females childhood mortality
vary from country to country.

We might thus conclude that, the country with the lower infant mortality during 1980

is Hellas, then Bulgaria-Yugoslavia and Romania.
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Young adult (‘accident’) mortality.

From inspection of the ‘accident hump’ for males and females, we see that males
experienced considerably higher ‘accident mortality’, with D taking higher values for
males than for females.

The result from the standard error for the middle term parameter E, has shown that it
does not, give statistical significance for this parameter for Hellas, Yugoslavia
temales and Romania males.

The location of the hump however for males has remained more or less constant near
age 20-25 (parameter F), for all countries, taking values higher for females than for

males.

Senescent mortality

The estimates of G for males are higher than for females, throughout the period,
indicating higher male mortality throughout the senescent age span. We have the
lowest values for Hellas then for Bulgaria - Yugoslavia and Romania, indicating that
the level of older people mortality differs from country to country.

For the parameter H, we have the highest values for Hellas then for Bulgaria -
Yugoslavia and Romania.

Therefore the probability for someone to die in Hellas is smaller than the other
countries. We have the lowest value for Hellas then for Bulgaria, Romania and

Yugoslavia.

7.2.3 Expectation of life

Tables A.9 — A.14 and Fig. B.162 — B.164, show the expectation of life at birth, age
25 and age 65 for males and females based on 1980 Hellas — Bulgaria — Romania -
Yugoslavia mortality rates. For males the life expectancy at birth at 1980 data in
Hellas was 73.13 years, while in Bulgaria it was 68.44, in Romania 67.04 and last
Yugoslavia 67.81 years. Respectively the expectations of life for females in Hellas
was 77.72 years, in Bulgaria 74.1 years, in Romania 72.87 years, in Yugoslavia 73.49

years.
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The progression in life expectancy at age 25 was similar with that at birth. For
Hellas males the life expectancy was 50.52 years, while in Bulgaria it was 46.2, in
Romania 45.77 and Yugoslavia 46.25 years. For females, the expectations of life in
Hellas was 54.53 years, in Bulgaria 51.17 years, in Romania 50.87 years and
Yugoslavia 51.58 years.

For males the life expectancy at age 65 for Hellas was 15.14 years, while in
Bulgaria it was 12.68, in Romania 13.29 and Yugoslavia 12.93 years. For females, the
expectation of life in Hellas, was 17.36 years, in Bulgaria 14.96 years, in Romania
15.58 years and in Yugoslavia 15.66 years.

Therefore, a female in 1980 would expect to live slight more than a male and
for someone in Hellas would expect to live slight more than anyone who lives in

Bulgaria or Romania, or Yugoslavia.

7.3 Comparison of the age specific mortality pattern between the Balkan countries in
1985

7.3.1 Comments on Figures

Figures B.39 and B.40 show the probabilities of dying by age for males and females
during 1985 over the whole age range. In general, the probability for someone to die,
in Hellas is smaller than the other countries.

Figure B.49 and B.50 show the mortality patterns for ages O to 15. For the mortality
curve, we have the lowest value for Hellas, then for Bulgaria, Yugoslavia and
Romania. This suggests that the probability for someone to die during the first year of
life in Romania is higher than in Yugoslavia, Bulgaria or Hellas. We can see that the
most striking reductions in mortality occurred in infancy (age 0) and childhood (1-9
years of age), where mortality patterns declined markedly and remarkably uniformly
for both sexes.

Figures B.59 and B.60 show the probabilities of dying for ages 15 to 40. The shape of
the mortality curve at ages 15 to 25 for Bulgaria — Romania females in 1985, is more
flat than for males.

Figures B.69 and B.70 show the mortality patterns for ages 40 to 80 in details. As
expected, the mortality patterns for females are generally lower than males. In

general, the probability for someone to die, in Hellas is smaller than thé ‘Other

82



countries. We have the lowest value for Hellas, then for Bulgarian, Yugoslavia and

Romania.

7.3.2 Progression of parameters in 1985

Figures B.123-B.130 show the progression of the parameters A to H during 1985, for

all countries.

Infant & childhood mortality

From inspection of these Figures, one will notice that the estimates of A, B and C
change at the same way for both sexes. We have the highest values of parameter A, in
Romania then Yugoslavia, Bulgaria and Hellas, for both sexes, indicating that for both
males and females infant mortality has declined considerably from country to country.
As can be seen, the parameter estimates for both males and females are converging.
The parameters B-C in Romania are higher than in Bulgaria, Yugoslavia and Hellas.

Therefore the country with the lowest level of infant mortality during 1985, is Hellas-

Bulgaria, then Yugoslavia and Romania.

Young adult (‘accident’) mortality.

The values of parameter D for males are lower for Hellas then Bulgaria, Yugoslavia
and Romania. For females we have the highest values for Romania then for Bulgaria -
Yugoslavia and Hellas.

The result from the standard error for the middle term parameter E, has shown that it
does not, give statistical significance for this parameter in Yugoslavia females and
Romania males.

The location of the hump however for males has remained more or less constant near
age 20-25 (parameter F), for all countries, taking almost higher values for females

than for males.
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Senescent mortality

The estimates of parameter G for males are higher than for females, indicating higher
male mortality throughout the senescent age span. We have the lowest values for
Hellas then for Bulgaria - Yugoslavia and Romania, indicating that the level of
senescent mortality differs from country to country.
The values of parameter H, for both males and females are higher for Hellas then
Bulgaria - Yugoslavia and Romania, indicating that the rate of increase of the older
people mortality differs from country to country.

Therefore, the country with the lowest level of senescent mortality during

1985, is Hellas then Bulgaria - Yugoslavia and Romania.

7.3.3 Expectation of life

Tables A.9 — A.14, show the expectation of life at birth, age 25 and age 65 for males
and females. To assist in interpreting the results, it is helpful to construct a graph of
the expectation of life, at each combination. These graphs are shown in Figures B.165
— B.167. The life expectancy at birth on 1985 data for Hellas males, was 73.42 years,
while in Bulgaria it was 68.14, in Romania 66.89 and in Yugoslavia 68.06 years.
Respectively, the expectation of life for Hellas females, was 78.88 years, in Bulgaria
74.44 years, in Romania 73.28 years and in Yugoslavia 74.12 years.

The results indicate that, the life expectancy at age 25 on 1985 data for Hellas
males, was 50.46 years, while in Bulgaria it was 45.4, in Romania 45.3 and in
Yugoslavia 46.21 years. The expectation of life for Hellas females, was 54.25 years,
in Bulgaria 51.5 years, in Romania 51.08 years and in Yugoslavia 52.64 years.

The life expectancy at age 65 on 1985 data for Hellas males, was 15.15 years,
while in Bulgaria it was 12.76, in Romania 13.44 and in Yugoslavia 12.75 years. The
expectation of life for Hellas females, was 17.97 years, in Bulgaria 15.05 years, in
Romania 15.57 years and in Yugoslavia 15.87 years.

Therefore, a female in 1985 would expect to live slight more than a male. For
someone in Hellas would expect to live slight more than anyone does whom lives in

Bulgaria or Romania, or Yugoslavia.
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7.4 Comparison of the age specific mortality pattern between the Balkan countries in

1990

7.4.1 Comments on Figures

Figures B.41 and B.42 show the age specific mortality patterns for males and females
in 1990, over the whole age range. As expected Hellas experience much lower levels
of mortality than the other Balkan countries while the gap between the level of the
mortality patterns of Hellas and the other three countries has been larger than in 1975.
Now Romania experiences the highest mortality levels than the other countries.
Figures B.51 and B.52 show the probabilities of dying for ages O to 15. For the
mortality curve, we have the lowest value for Hellas, then for Bulgaria-Yugoslavia
and Romania. In other words the probability for someone to die during the first year
of life is higher in Romania than Yugoslavia, Bulgaria or Hellas. We can see that the
most striking reductions in mortality occurred in infancy (age 0) and childhood (1-9
years of age), where the probabilities of dying declined markedly and remarkably
uniformly for both sexes.

Figures B.61 and B.62 show the probabilities of dying for ages 15 to 40. The shape of
the mortality curve at ages 15 to 25 for females during 1990 is more flat than for
males.

Figures B.71 and B.72 show the rates for ages 40 to 80 in detail. As expected the
mortality rates for females are generally lower than males. In general, the probability
for someone to die, in Hellas is smaller than the other countries. We have the lowest

value for Hellas, then for Bulgaria, Yugoslavia and Romania.

7.4.2 Progression of parameters in 1990

Figures B.131-B.138 show the progression of the parameters A to H in 1990, for both

males and females.
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Infant & childhood mortality

At a glance, one will notice that the values of parameter A for both sexes are higher
for Romania then Yugoslavia - Bulgaria and Hellas, indicating that for both males and
females childhood mortality has declined considerably from country to country.

The values of Parameter B are lower for Hellas then Bulgaria - Yugoslavia and
Romania.

The values of parameter C, which measures the rate of childhood mortality, are higher
for Hellas then Bulgaria-Yugoslavia and Romania.

Therefore the country with the lowest level of infant mortality during 1990 is Hellas

then Bulgaria, Yugoslavia and Romania.

Young adult (‘accident’) mortality.

The result from the standard error for the middle term parameter E, has shown that it
does not, give statistical significance for this parameter in Yugoslavia males-females,
and Romania males. Parameter E takes higher values for males than for females.

The location of the hump however for males has remained more or less constant near
age 20 (parameter F), for males, while for females takes almost higher values. The
result from the standard error for the middle term parameter F, has shown that it does

not, give statistical significance for this parameter for Bulgaria females

Senescent mortality

The parameter estimates of G for males are higher than for females, throughout the
period, indicating higher male mortality throughout the senescent age span. The
values for both sexes are lower for Hellas then for Bulgaria - Yugoslavia and
Romania, indicating that the level of older people mortality differs from country to
country.
The values of parameter H for both males and females are lower for Hellas then for
Bulgaria - Yugoslavia and Romania.

Therefore, the country with the lowest level of senescent mortality during

1990 is Hellas then Bulgaria - Yugoslavia and Romania.
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7.4.3 Expectation of life

Tables A9 — A.14 and Fig. B.168 — B.170, show the expectation of life at
birth, age 25 and age 65 for males and females based on 1990 Hellas — Bulgaria —
Romania — Yugoslavia mortality rates. The life expectancy at birth on 1990 data for
Hellas males, was 74.8 years, in Yugoslavia 69.4 years, in Bulgaria 68.01, in Romania
67.18, while respectively the expectation of life for Hellas females, was 79.75 years,
in Yugoslavia 75.65 years, in Bulgaria 74.86 years, in Romania 73.58 years.

The progression in life expectancy at age 25 was similar with that at birth.
The life expectancy for Hellas males, was 51.35 years, while in Yugoslavia 46.72
years, in Bulgaria it was 45.33, and in Romania 45.48. The expectation of life for
Hellas females, was 55.89 years, in Yugoslavia 52.64 years in Bulgaria 51.5 years, in
Romania 51.08 years.

The life expectancy at age 65 on 1990 data for Hellas males, was 15.91 years,
while in Bulgaria it was 12.78, in Romania 13.67 and last in Yugoslavia 13.17 years.
The expectation of life for Hellas females, was 18.32 years, in Yugoslavia 16.41

years, in Bulgaria 15.3 years, in Romania 15.42 years.

7.5 Comparison of the age specific mortality pattern between the Balkan countries in
1995

7.5.1 Comments on Figures

Figures B.43 and B.44 show the mortality patterns by age for males and females
during 1995 over the whole age range. In general, the probability for someone to die,
in Hellas is smaller than the other countries.

Figure B.53 and B.54 show the mortality patterns for ages O to 15. For the mortality
curve, we have the lowest value in Hellas, then Bulgaria, and Romania. In other
words the probability of dying during the first year of life is higher in Romania than
Bulgaria or Hellas. We can see that the most striking reductions in mortality occurred
in infancy (age 0) and childhood (1-9 years of age), where the mortality patterns,
declined markedly and remarkably uniformly for both sexes.
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Figure B.63 and B.64 show the probabilities of dying for ages 15 to 40. The mortality
patterns for young adult are generally lower in Hellas. The shape of the mortality
curve at ages 15 to 25 for females during 1975 is more flat than for males.

Figures B.73 and B.74 show the mortality patterns for ages 40 to 80 in detail. As
expected, the mortality patterns for females are generally lower than males. In
general, the probability for someone to die, in Hellas is smaller than the other

countries. We have the lowest values for Hellas, then for Bulgaria and Romania.

7.5.2 Progression of parameters in 1995

Figures B.139-B.146 show the progression of the parameters A to H during 1995, for

Hellas-Bulgaria-Romania.

Infant & childhood mortality

At a glance, one will notice that, the values of parameter A are higher for Romania
then for Bulgaria and Hellas, for both sexes, indicating that for both males and
females child mortality has declined considerably from country to country.

The values of parameter B are lower for Hellas then for Romania and Bulgaria.

The country with the lowest level of infant mortality during 1995 is Hellas then

Bulgaria and Romania.

Young adult (‘accident’) mortality.

We can say that, parameter D for both males-females remains stable. The result from
the standard error for the middle term parameter D, has shown that it does not, give
statistical significance for this parameter in Romania females.

The result from the standard error for the middle term parameter E, has shown that it
does not, give statistical significance for this parameter for all countries.

The location of the hump however for males has remained more or less constant near
age 20 (parameter F), for males-females. The result from the standard error for the
middle term parameter F, has shown that it does not, give statistical significance for

this parameter for Romania males-females
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The accident hump of the Bulgarian, Romanian and Yugoslavian populations
becomes disappeared at recent years.
The diminishing of the accident humps might be related to the intense emigration

from these countries.

Senescent mortality

The estimates of G for males are higher than for females, throughout the period,
indicating higher male mortality throughout the senescent age span. The estimates for
females have remained relatively constant, while for males are lower in Hellas then to
Bulgaria and Romania, indicating that the level of male senescent mortality differs
from country to country.

The level of female senescent mortality is the same for all the countries.

7.5.3 Expectation of life

Tables A.9 — A.14 and Fig. B.171 — B.173, show the expectation of life at birth, age
25 and age 65 for males and females based on 1995 Hellas — Bulgaria ~ Romania
mortality rates. For males the life expectancy at birth on 1995 data for Hellas was 75.1
years, while in Bulgaria it was 67.55, in Romania 65.58 vyears, while the
corresponding expectation of life for females in Hellas was 83.53 years, in Bulgaria
75.45 years, and in Romania 73.56 years.

The progression in life expectancy at age 25 was similar with that at birth. For
males the life expectancy at age 25 on 1995 data for Hellas was 51.52 years, while in
Bulgaria it was 44.71, in Romania 43.52 years. For females, the expectation of life in
Hellas was 60.38 years, in Bulgaria 52.1 years, and in Romania 50.93 years.

For males the life expectancy at age 65 on 1995 data for Hellas was 16.23
years, while in Bulgaria it was 12.51, in Romania 12.44 years. For females, the
expectation of life in Hellas was 22.41 years, in Bulgaria 16.16 years, and in Romania
15.71 years.

Therefore, a female in 1995, would expect to live slight more than a male and
for someone in Hellas would expect to live slight more than anyone who lives in

Bulgaria or Romania.
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7.6 Conclusions on Comparisons over space

As expected Hellas experience much lower levels of mortality than the other Balkan
countries while the gap between the level of the mortality patterns of Hellas and the
other three countries has been larger than in 1975. The general mortality levels are
lower for Hellas following by Bulgaria, Yugoslavia and Romania, which has

experienced the highest mortality levels in comparisons to the other three countries.

Expectation of life

Life expectancy at birth is the number of years a new-born infant can be expected to
live if prevailing patterns of mortality at the time of its birth remain the same
throughout its life. Life expectancy reflects social factors such as health care, disease
control, immunization, overall living conditions, and nutrition.

A female would expect to live slight more than a male and for someone in Hellas,
would expect to live slight more than anyone who lives in Bulgaria, Romania or

Yugoslavia.
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CHAPTER 8
CONCLUSIONS

Mortality in Hellas has declined over the last 2 decades. The decline in mortality
between the 1975 and 1995 has occurred at all ages and for both sexes, but the
extend and timing of improvements has varied.

The general mortality levels are lower for Hellas following by Bulgaria,
Yugoslavia and Romania, which has experienced the highest mortality levels in
comparisons to the other three countries.

An unusual though plausible finding is that the levels of later adult and senescent
mortality increase by time for Bulgarian and Romanian males, while they remain
fairly stable for the corresponding female populations. The causes possibly lie in
the significant lowering of the economic and social status in the two countries
especially in Romania.

The accident hump for the female population of Hellas has obviously been more
intense in recent years, a finding related to the greater participation of the females
in the labor force.

The accident hump becomes more intense for Hellenic males too in recent years.
This phenomenon might be related to the accelerated traffic accidents in Hellas.
This finding has also been noticed in other countries e.g. Australia, (Tickle,
L.,1996) and Great Britain (Pollard, J H., 1996).

Yugoslavia experienced highest mortality than the other three countries at 1975
while at 1990 Romania exhibited the highest mortality levels.

The accident hump is almost disappeared from the mortality curves of Bulgarian
females at the years 1975, 1980, 1985 and 1990 being slight at 1995.

The accident hump of the two Romanian populations becomes disappeared at
recent years.

The accident hump of Yugoslavian females that was intense at 1980 and 1985 also
becomes disappeared at 1990.

The diminishing of the accident humps in Bulgarian, Romanian and Yugoslavian

populations might be related to the intense emigration from these countries.

A\
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=5 APPENDIX A

Tables
COUNTRY YEAR | MALES FEMALES
1975 0,01274 0,03705
1 1980 0,01331 0,09045
HELLAS 1985 0,02088 0,08452
1990 0,02634 0,04179
1995 0,02263 | 40511 |
1975 0,01879 002118
1980 ~ 0,01033 | 0,05476
BULGARIA 1985 0,01062 0,06466
1990 0,01491 0,09892
1995 0,05189 0,10569
1975 0,01223 0,02946
1980 0,02831 0,05000
ROMANIA 1985 0,01790 0,02903
1990 0,02385 0,02391
- 1995 [ 0,24075 0,13665 |
1975 0,01672 0,04667 |
1980 0,01897 0,06012
YUGOSLAVIA 1985 0,02049 0,07186
1990 0,06604 0,06378

Table A.1: Sums of squares of the relative deviations between the empirical and the
fitted sqx-values
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COUNTRY | YEAR] Ax10* | SEx10° | Bx10° | SEx10° | Cx10° | SEx10°
1 1975 | 10,13 | 78,72 Ll 203,59 | 69,92 | 12,77

1980 | 9,21 0,32 1,20 0,05 86,44 4,03

HELLAS 1985 | 7.43 0,30 2.07 0,18 87,64 5,62
1990 | 5,08 0,20 3,04 0,52 84,60 8.13

1995 | 2.60 0,10 0,10 0,01 60,97 | 17,37

1975 | 17,85 | 1,49 3,86 0,44 97.61 5,71
1980 | 18,64 | 0,93 13,20 1,46 117,71 | 3,43

BULGARIA 1985 | 15,42 | 0,73 17,04 2,73 11091 | 3,87
1990 | 17,78 | 1,81 52,55 22,00 | 147,05 | 9,95

1995 | 17,05 | 8,63 77.80 | 19543 | 168,80 | 73,13

1975 | 32,96 | 4,14 13,97 2,25 133,14 | 6,13

1980 | 2939 | 736 | 21,15 8.84 139,03 | 13,55

ROMANIA 1985 [ 3335 ] 7,06 | 48,99 22.12 | 156,55 | 11,70
1990 | 46,83 | 34,40 | 165,78 | 206,13 | 214,35 | 34,32

1995 | 24,13 | 52,51 | 4827 [ 371,53 | 158,62 | 248,49

1975 32,07 | 3,82 [ 22,03 3,14 159,09 | 5,46

1980 | 18,27 | 1,47 7.16 0,77 126,62 | 5,94

YUGOSLAVIA | 1985 | 1840 | 1,65 11,63 1,78 133,68 | 6,81
1990 | 10,85 | 2,09 8.24 4,61 118,26 | 26,71

Table A.2: Estimated values for parameters A, B, C and their standard errors for
Hellas-Bulgaria-Romania- Yugoslavia males respectively, using the HP8 formula
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| COUNTRY |YEAR| Dx10° SEx10" E S.E. F S.E
1975 6,5 3,84 6,89 0,16 21,88 0.15
1980 | 7.44 128,32 7,59 0.80 21,25 0,08
HELLAS 1985 | 9,62 230,18 8,52 0,94 22,01 0,09
1990 | 10,11 356,40 | 10,11 1,64 22,06 | 0,08
1995 | 8,64 340,43 7.68 1,58 22,74 | 024
1975 | 7.05 280,16 6.33 2,07 22.63 0,38
1980 | 6,77 165,48 8,72 2,19 21,47 | 0,13
BULGARIA | 1985 [ 5,74 302,25 16.54 18,13 20,76 0,12
1990 6.4 350,27 12,26 10,19 20,27 0,18
1995 | 5,94 383445 | 31,09 741,56 20,69 | 0,76
1975 | 6,33 284,84 4,53 1,33 22,14 0,72
1980 | 4,74 1182. 52~ L 4772 134,90 20,88 0,78
ROMANIA | 1985 | 3,77 799,66 19,46 143,04 23,36 1,15
1990 | 3,51 9682,01 | 32,83 6466,87 19,77 | 0,83
1995 | 1,93 |45773981,94]260,29 | 3000875027,21 | 21,63 | 56499.21
197545512 279,74 6,73 2,16 23,45 0.42
1980 | 6,07 374,87 18 5i 13,69 21,58 0,22
YUGOSLAVIA| 1985 | 4,79 338,94 13,38 20,05 21,64 0,34
1990 5,2 984,50 13,63 49,74 21,80 0,88

Table A.3: Estimated values for parameters D, E, F and their standard errors for

Hellas — Bulgaria - Romania- Yugoslavia males respectively, using the HP8 formula
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COUNTRY |YEAR| Gx10° | SEx10"” | Hx10° | SEx10°
1975 | 48,94 2,40 109,73 2165
1980 | 38,63 44,02 110,38 1,87
HELLAS 1985 | 32,48 57,29 FhO:63 - .« 2.16
1990 | 3026 | 97.96 110,98 2,59
1995 '§° 2999 151957 1o 11,52
1975 | 53,1 231,24 110,29 2,66
1980 | 69,75 | 156,96 109,91 1,10
BULGARIA 1985 | 102,28 | 256,31 109,37 0,88
1990 | 126,27 | 54026 109,01 1,19
1995 | 146,99 | 2085,88 108,85 3,78
1975 | 74,09 | 672,18 109,64 4,27
1980 | 139,79 | 2215,16 108,75 4,50

ROMANIA 1985 | 163,8 | 2031,68 108,54 298 30
1990 | 204,79 | 2683,09 108,12 2,65

1995 | 209,23 |18596.77 108,34 14,74
1975 | 69,11 | 362,73 109,90 2,43
1980 | 84,96 | 343,04 109,56 1,65
YUGOSLAVIA | 1985 | 84,58 | 349,89 109,58 1,71
1990 | 78,21 | 961,76 109,62 5,43

Table A.4: Estimated values for parameters G, H and their standard errors for Hellas —
Bulgaria - Romania- Yugoslavia males respectively, using the HP8 formula
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COUNTRY | YEAR| Ax10* | SEx10° | Bx10° | SEx10° | Cx10° | SEx10°
1975 | 12,13 | 225 8,96 8,81 118,76 | 51,03
1980 | 6,85 | 0.88 0,30 0.02 69,91 | 11.18
HELLAS 1985 | 464 | 0,50 0,25 0,03 6538 | 21.45
1990 | 3,57 | 022 0,22 0,02 6295 | 13,57
1995 | 3,01 | 034 | 1218 | 2029 | 111,84 | 62,29
1975 | 21,00 | 435 | 39.93 46,31 139,51 | 33.73
1980 | 1937 | 6,59 | 42,82 | 59.82 | 136,11 | 30,86
BULGARIA 1985 | 1582 | 456 | 3427 | 4500 | 120,50 | 24.00
1990 | 12,90 | 5.35 16,77 | 36,85 | 101,45 | 46,98 |
1995 | 14,15 | 6,07 | 34,02 | 6920 | 119,25 | 35,51
1975 | 54,91 | 38,76 | 137,21 | 13032 | 204,33 | 19,74
1980 | 29,46 | 12,46 | 4591 3824 | 152,63 | 17,85
ROMANIA 1985 | 2760 | 622 | 40,06 2023 | 137,08 | 937
1990 | 3454 | 13,10 | 107.11 | 103,51 | 163.83 | 16,37
1995 | 1728 | 17,80 | 12,05 | 299,79 | 106.82 | 1060,79
1975 | 34,19 | 1449 | 3642 | 25,74 | 169,76 | 25.43
1980 | 17.45 | 3.52 7.20 1.80 [ 12232 | 1142
YUGOSLAVIA | 1985 | 1955 | 544 | 2147 11,12 | 14021 | 14,67
1990 | 10,01 | 1,52 593 222 | 106,51 | 16,44

Table A.5: Estimated values for parameters A, B, C and their standard errors for

Hellas-Bulgaria-Romania- Yugoslavia females respectively, using the HP8 formula
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COUNTRY |YEAR| Dx10* SEx10" E S.E. F S.E
1975 | 3,37 394,78 0,93 | 047 | 31,39 72,02
1980 | 2,49 328,62 26,17 146,45| 21,47 0,45
HELLAS 1985 | 2,14 | 111,57 455 | 424 | 21,70 1,82
1990 | 2,18 126,51 7,77 | 1498 | 23,84 |  1.85
1995 | 1,46 138,06 17,30 91,55 | 16,33 0.59
1975 | 7,26 39238,80 0,46 | 0,30 | 78,95 12261,70
1980 | 3,69 370,68 1,61 ] 0,90 | 27,35 24,33
BULGARIA | 1985 3,2 193,22 2,94 | 1,87 | 23.39 4,80
1990 | 3,42 3491,89 1,65 | 3,92 | 32,61 260,18
1995 2,8 448,53 428 | 9.88 | 24,48 10,17
1975 5,1 564,54 241 ] 086 | 26,80 8.59
1980 | 4,09 535,21 508 | 7,37 | 24,97 4,09
ROMANIA | 1985 | 4,29 1382.10 3,27 | 3,76 | 30,46 22,72
1990 | 5,33 1240764 | 1,27 ] 128 | 41,44 | 53837
1995 | 179,02 [509301789990,32| 0,61 [ 375,16 | 401,07 |973852094,1:
1975 6 11615,25 0,95 | 0,73 | 46,94 965,95
1980 | 2,19 195,57 11,63 ] 51,58 | 20,99 0,96
YUGOSLAVIA| 1985 | 297 923,97 24,16 1 548,60 19,40 0,34
1990 | 1,29 94,40 6,37 | 23,11 | 20,83 3,44

Table A.6: Estimated values for parameters D, E, F and their standard errors for
Hellas — Bulgaria — Romania- Yugoslavia females respectively, using the HP8 formula
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COUNTRY YEAR| Gx10° | SEx10" Hx10’ SEx10°
1975 1 17,35 26,37 110,91 16,73
1980 | 12,27 25,32 111,6 8,24

HELLAS 1985 8.3 24,45 112,27 11,27

1990 | 8,09 | 292,59 112,89 48,04
1995 | 6,98 385,20 1118 14,72
1975 | 6,23 30,84 113,10 18,92
1980 | 11,64 93,72 112,04 18,97

BULGARIA 1985 | 14,49 88,34 111,70 12,73
1990 | 14,75 | 599,74 111,53 74,28
1995 | 22,02 | 427,14 110,86 27,96
1975 | 23,71 | 454,93 110,82 24,71
1980 | 33,87 | 779,73 110,34 22,95

ROMANIA 1985 | 26,31 | 774,44 110,72 33,03
1990 | 23,36 | 1381,67 110,76 64,79
1995 | 26,74 [884542,72] 110,31 20563,08
1975 | 11,25 | 189,84 112,14 35,86
1980 | 23,09 81,05 110,89 5,30

YUGOSLAVIA | 1985 @ 249 82,55 110,73 4,92

1990 | 20,65 | 8344 | 11089 | 6,54

Table A.7: Estimated values for parameters G, H and their standard errors for Hellas —
Bulgaria - Romania-Yugoslavia females respectively, using the HP8 formula
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A | B | c | b | E | F | G H |

A | 1000 773 845 028 080 422 365  -,169
B | 773 1000 ,828 -088 ,308 285 405  -225
C| 849 828 1000 -107 369 287 483  -276
D| 028 -083 -107 1000 -066  ,130 028  -042
E| 080 308 ,369 -066 1,000 -530 841  -797
F 422 285 287 130 -530 1,000 -,299 A57
G| 365 405 483 028 841 -299 1,000  -828
H| -169 -225 -276 -042 -797 4571 -828 1,000

Table A.8: Correlation Matrices of A-B-C-D-E-F-G-H parameters
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YEAR COUNTRY :
HELLAS BULGARIA ROMANIA | YUGOSLAVIA |

1975 72.09 68.61 67.68 66.98 ,

1980 7313 | 6844 - 67.04 ' 67.81

1985 73.42 68.14 66.89 68.06 [

1990 74 80 68.01 67.18 69.40

1995 75.10 67.55 65.58

Table A.9: Expectation of life at birth in years for (Hellas — Bulgaria — Romania -
Yugoslavia) males, over 1975 to 1995.

YEAR COUNTRY
HELLAS BULGARIA ROMANIA YUGOSLAVIA
1975 76.43 73.41 72.83 71.77
1980 77.72 74.10 72.87 73.49
1985 78.88 74.44 73.28 74.12
1990 79.75 74.86 73.58 75.65
1995 83.53 75.45 73.56

Table A.10: Expectation of life at birth in years for (Hellas — Bulgaria — Romania -
Yugoslavia) females, over 1975 to 1995.
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YEAR COUNTRY
HELLAS BULGARIA | ROMANIA | YUGOSLAVIA
1975 50.04 46.60 46.95 46.22
1980 50.52 46.20 45.77 ] 46.25
1985 50.46 4540 4530 | 4621 |
1990 51.35 4533 0] 45.48 46.72
1995 51.52 44.71 43.52

Table A.11: Expectation of life at age 25 in years for (Hellas — Bulgaria — Romania -
Yugoslavia) males, over 1975 to 1995.

YEAR COUNTRY
HELLAS BULGARIA ROMANIA YUGOSLAVIA
1975 53.72 50.66 51.46 50.60
1980 54.53 51, 50.87 51.58
1985 54.25 sy 50.99 51.83
1990 55.89 51.50 51.08 52.64
1995 60.38 52.10 50.93

Table A.12: Expectation of life at age 25 in years for (Hellas — Bulgaria — Romania -
Yugoslavia) females, over 1975 to 1995.



YEAR COUNTRY
HELLAS BULGARIA ROMANIA | YUGOSLAVIA
1975 14.81 12.76 13.44 255 IS e
1980 15.14 12.68 13.29 12.93
1985 15.15 12.53 13.20 12.88
1990 15.91 12.78 13.67 13.17
1995 16.23 12.51 12.44

Table A.13: Expectation of life at age 65 in years for (Hellas — Bulgaria — Romania -
Yugoslavia) males, over 1975 to 1995.

YEAR COUNTRY

HELLAS BULGARIA ROMANIA YUGOSLAVIA
1975 16.74 14.35 B~k 14.70
1980 17.36 14.96 15.58 15.66
1985 I7:97 15205 19557 15.87
1990 118:32 15.30 15.42 16.41
1995 22.4] 16.16 5 7l

Table A.14: Expectation of life at age 65 in years for (Hellas — Bulgaria — Romania -
Yugoslavia) females, over 1975 to 1995.
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APPENDIX B

Figures
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Fig. B. 1: The graduated q, curve and its three components
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Fig. B. 2 : Correlation matrices of parameters A-B-C-D-E-F-G-H
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Fig. B.3: Graduated values qx for Hellas males, over 1975-1995
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Fig. B.4: Graduated values gy for Hellas females, over 1975-1995
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Fig. B.5: Graduated values qy for Bulgaria males, over 1975-1995
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Fig. B.6: Graduated values qy for Bulgaria females, over 1975-1995
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Fig. B.7: Graduated values q. for Romania males, over 1975-1995
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Fig. B.8: Graduated values qx for Romania females, over 1975-1995
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Fig. B.9: Graduated values gy for Yugoslavia males, over 1975-1990
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Fig. B.11: Graduated values qx for Hellas males aged 0-15, over 1975-1995
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Fig. B.12: Graduated values gy for Hellas females aged 0-15, over 1975-1995
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Fig. B.13: Graduated values qy for Bulgaria males aged 0-15, over 1975-1995
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Fig. B.14: Graduated values q. for Bulgaria females aged 0-15, over 1975-1995
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Fig. B.17: Graduated values qx for Yugoslavia males aged 0-15, over 1975-1990
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Fig. B.19: Graduated values gy for Hellas males aged 15-40, over 1975-1995

~ 4 -
o
o
[=]
o
o
x
o
€
-
AGE
3“111-1-||-1|||111111!---
15 17 19 21 23 25 27 29 31 33 35 37 39
—e— 1975 —B— 1980 1985 —3¢— 1990 —ue— 1995

Fig. B.20: Graduated values gx for Hellas females aged 15-40, over 1975-1995
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Fig. B.21: Graduated values g4 for Bulgaria males aged 15-40, over 1975-1995

o
Ln

Ln(gx100000)

3,5 ] T T T T o ¥ 1 ] P B EINS TR L N A

15 Y7 19 21 23,2520 29 31 33 35 3T 39

—— 1975 —m— 1980 1985 —%— 1990 —%— 1995

Fig. B.22: Graduated values q for Bulgaria females aged 15-40, over 1975-1995
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Fig. B.23: Graduated values qx for Romania males aged 15-40, over 1975-1995
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Fig. B.24: Graduated values qx for Romania females aged 15-40, over 1975-1995
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Fig. B.25: Graduated values gy for Yugoslavia males aged 15-40, over 1975-1990
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Fig. B.26: Graduated values qx for Yugoslavia females aged 15-40, over 1975-1990
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Fig. B.27: Graduated values qx for Hellas males aged 40-80+, over 1975-1995
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Fig. B.28: Graduated values g« for Hellas females aged 40-80+, over 1975-1995
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Fig. B.29: Graduated values q for Bulgaria males aged 40-80+, over 1975-1995
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Fig. B.30: Graduated values gy for Bulgaria females aged 40-80+, over 1975-1995
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Fig. B.31: Graduated values qy for Romania males aged 40-80+, over 1975-1995
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Fig. B.32: Graduated values g4 for Romania females aged 40-80+, over 1975-1995
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Fig. B.33: Graduated values gx for Yugoslavia males aged 40-80+, over 1975-1990
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Fig. B.34: Graduated values qx for Yugoslavia females aged 40-§0+, over 1975-1990
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Fig. B.36: Graduated values qyx for Hellas — Bulgaria — Romania - Yugoslavia females, in
1975

123



Ln(gx100000)

0 10 20 30 40 50 60 70 8o
I—O—HELLES —EB—BULGARIA ROMANIA —w—YUGOSLAVIA ]

Fig. B.37: Graduated values qx for Hellas — Bulgaria — Romania - Yugoslavia males, in
1980
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Fig. B.38: Graduated values qyx for Hellas — Bulgaria — Romania - Yugoslavia females, in
1980
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Fig. B.39: Graduated values qx for Hellas — Bulgaria — Romania - Yugoslavia males, in
1985
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Fig. B.40: Graduated values qx for Hellas — Bulgaria — Romania - Yugoslavia females, in
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Fig. B.41: Graduated values qx for Hellas — Bulgaria — Romania - Yugoslavia males, in
1990
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Fig. B.42: Graduated values qy for Hellas — Bulgaria — Romania - Yugoslavia females, in
1990
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Fig. B.43: Graduated values qx for Hellas — Bulgaria — Romania males, in 1995
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Fig. B.44: Graduated values qx for Hellas — Bulgaria — Romania females, in 1995
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Fig. B.45: Graduated values qx for Hellas — Bulgaria — Romania - Yugoslavia males aged

0-15,in 1975
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Fig. B.46: Graduated values qx for Hellas — Bulgaria - Romania - Yugoslavia females

aged 0-15,in 1975
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Fig. B.47: Graduated values gy for Hellas — Bulgaria — Romania - Yugoslavia males aged
0-15,in 1980
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Fig. B.48: Graduated values qx for Hellas — Bulgaria — Romania - Yugoslavia females
aged 0-15,in 1980
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Fig. B.49: Graduated values qyx for Hellas — Bulgaria — Romania - Yugoslavia males aged
0-15,in 1985
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Fig. B.50: Graduated values gx for Hellas — Bulgaria — Romania - Yugoslavia females
aged 0-15,in 1985
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Fig. B.51: Graduated values qx for Hellas — Bulgaria— Romania - Yugoslavia males aged
0-15,in 1990
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Fig. B.52: Graduated values gy for Hellas — Bulgaria — Romania - Yugoslavia females
aged 0-15, in 1990
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Fig. B.55: Graduated values g for Hellas — Bulgaria — Romania - Yugoslavia males aged
15-40,in 1975
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Fig. B.56: Graduated values qy for Hellas — Bulgaria — Romania - Yugoslavia females
aged 15-40, in 1975
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Fig. B.57: Graduated values qx for Hellas — Bulgaria — Romania - Yugoslavia males aged

15-40,in 1980
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Fig. B.58: Graduated values qy for Hellas — Bulgaria ~ Romania - Yugoslavia females

aged 15-40, in 1980
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Fig. B.59: Graduated values gx for Hellas — Bulgaria — Romania - Yugoslavia males aged
15-40, in 1985

Ln{(gx 100000
FS

AGE

15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40

[——0—-—Hellas ~@—— Bulgaria Romania —»—— Yugoslavia

Fig. B.60: Graduated values qy for Hellas — Bulgaria — Romania - Yugoslavia females
aged 15-40, in 1985
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Fig. B.61: Graduated values gy for Hellas — Bulgaria — Romania - Yugoslavia males aged
15-40, in 1990
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Fig. B.63: Graduated values q for Hellas — Bulgaria — Romania males aged 15-40, in
1995
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Fig. B.64: Graduated values qgx for Hellas — Bulgaria— Romania females aged 15-40, in
1995
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Fig. B.65: Graduated values qy for Hellas — Bulgaria— Romania - Yugoslavia males aged
40-80+, in 1975
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Fig. B.66: Graduated values gy for Hellas — Bulgaria — Romania - Yugoslavia females
aged 40-80+, in 1975
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Fig. B.67: Graduated values gy for Hellas — Bulgaria — Romania - Yugoslavia males aged

40-80+, in 1980
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Fig. B.68: Graduated values qy for Hellas
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Fig. B.69: Graduated values qx for Hellas — Bulgaria — Romania - Yugoslavia males aged
40-80+, in 1985
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Fig. B.70: Graduated values qy for Hellas — Bulgaria — Romania - Yugoslavia females
aged 40-80+, in 1985
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Fig. B.71: Graduated values gy for Hellas — Bulgaria — Romania - Yugoslavia males aged
40-80+, in 1990
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Fig. B.72: Graduated values gx for Hellas — Bulgaria — Romania - Yugoslavia females
aged 40-80+, in 1990
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Fig. B.73: Graduated values qx for Hellas — Bulgaria - Romania males aged 40-80+. in
1995
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Romania - Yugoslavia
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Fig. B.117 : Progression of parameter estimates C, in 1980, for Hellas - Bulgaria —
Romania - Yugoslavia
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Fig. B.118 : Progression of parameter estimates D, in 1980, for Hellas - Bulgaria —
Romania - Yugoslavia
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Fig. B.119 : Progression of parameter estimates E, in 1980, for Hellas - Bulgaria -
Romania - Yugoslavia
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Fig. B.120 : Progression of parameter estimates F, in 1980, for Hellas - Bulgaria -
Romania - Yugoslavia
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Fig. B.121 : Progression of parameter estimates G, in 1980, for Hellas - Bulgaria —
Romania - Yugoslavia
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Fig. B.122 : Progression of parameter estimates H, in 1980, for Hellas - Bulgaria —
Romania - Yugoslavia
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Fig. B.123 : Progression of parameter estimates A, in 1985, for Hellas - Bulgaria
Romania - Yugoslavia
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Fig. B.124 : Progression of parameter estimates B, in 1985, for Hellas - Bulgaria —
Romania - Yugoslavia
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Fig. B.125 : Progression of parameter estimates C, in 1985, for Hellas - Bulgaria —
Romania - Yugoslavia
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Fig. B.126 : Progression of parameter estimates D, in 1985, for Hellas - Bulgaria -
Romania - Yugoslavia

155



30
25
20
15

10

5

0

—+—Males |

Q’/ -f..-. -
I—MA______._»__________ I
Hellas Bulgaria Romania

| —a&—Females |

COUNTRY

Yugoslavia

Fig. B.127 : Progression of parameter estimates E, in 1985, for Hellas - Bulgaria —
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Fig. B.128 : Progression of parameter estimates F, in 1985, for Hellas - Bulgaria —

Romania - Yugoslavia
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Fig. B.129 : Progression of parameter estimates G, in 1985, for Hellas - Bulgaria -
Romania - Yugoslavia
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Fig. B.130 : Progression of parameter estimates H, in 1985, for Hellas - Bulgaria —
Romania - Yugoslavia
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Fig. B.131 : Progression of parameter estimates A, in 1990, for Hellas - Bulgaria —

Romania - Yugoslavia
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Fig. B.132 : Progression of parameter estimates B, in 1990, for Hellas - Bulgaria —

Romania - Yugoslavia
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Fig. B.134 : Progression of parameter estimates D, in 1990, for Hellas - Bulgaria -
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Fig. B.135 : Progression of ;Arameter estimates E, in 1990, for Hlellas - Bulgaria -
Romania - Yugoslavia
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Fig. B.136 : Progression of parameter estimates F, in 1990, for Hellas - Bulgaria —
Romania - Yugoslavia
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Fig. B.137 : Progression of parameter estimates G, in 1990, for Hellas - Bulgaria —
Romania - Yugoslavia
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Fig. B.138 : Progression of parameter estimates H, in 1990, for Hellas - Bulgaria
Romania - Yugoslavia
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Fig. B.139 : Progression of parameter estimates A, in 1995, for Hellas - Bulgaria —
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Fig. B.140 : Progression of parameter estimates B, in 1995, for Hellas - Bulgaria —-
Romania
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Fig. B.141 : Progression of parameter estimates C. in 1995, for Hellas - Bulgaria —
Romania
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Fig. B.142 : Progression of parameter estimates D, in 1995, for Hellas - Bulgaria
Romania
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Fig. B.143 : Progression of parameter estimates E, in 1995, for Hellas - Bulgaria —
Romania
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Fig. B.144 : Progression of parameter estimates F, in 1995, for Hellas - Bulgaria -
Romania

o ——
0.00025 +'I:A:r|::Ies
0,0002 - = 1 SARaioY)
0,00015 -
0,0001 -
0,00005 - COUNTRY
0 —————
Hellas Bulgaria Romania

Fig. B.145 : Progression of parameter estimates G, in 1995, for Hellas - Bulgaria —
Romania
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Fig. B.146 : Progression of parameter estimates H, in 1995, for Hellas - Buigaria -
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Figure B.147: Expectation of life at birth in years for Hellas males - females, over

1975 to 1995.
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Figure B.148: Expectation of life at age 25 in years for Hellas males - females, over
1975 to 1995.
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Figure B.149: Expectation of life at age 65 in years for Hellas males - females, over
1975 to 1995.
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Figure B.150: Expectation of life at birth in years for Bulgaria males - females, over
1975 to 1995.
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Figure B.151: Expectation of life at age 25 in years for Bulgaria males - females, over
1975 to 1995.
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Figure B.152: Expectation of life at age 65 in years for Bulgaria males - females, over
1975 to 1995.
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Figure B.153: Expectation of life at birth in years for Romania males - females, over
1975 to 1995.
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Figure B.154: Expectation of life at age 25 in years for Romania males - females, over
1975 to 1995.
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Figure B.155: Expectation of life at age 65 in years for Romania males - females, over
1975 to 1995.
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Figure B.156: Expectation of life at birth in years for Yugoslavia males - females,
over 1975 to 1990.
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Figure B.157: Expectation of life at age 25 in years for Yugoslavia males - females,
over 1975 to 1990.

—

17
” 16 - '//_’.__/.—/f>_.
x 15
é 14
13 *~— ~4- ———*
12 +— e = = =
1975 1980 1985 1990

PERIOD

| —¢—males —.—females |

Figure B.158: Expectation of life at age 65 in years for Yugoslavia males - females,
over 1975 to 1990.
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Figure B.159: Expectation of life at birth in years for (Hellas — Bulgaria — Romania -
Yugoslavia) males - females, in 1975.
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Figure B.160: Expectation of life at age 25 in years for (Hellas — Bulgaria — Romania
— Yugoslavia) males - females, in 1975.
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Figure B.161: Expectation of life at age 65 in years for (Hellas — Bulgaria -~ Romania
— Yugoslavia) males - females, in 1975.
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Figure B.162: Expectation of life at birth in years for (Hellas — Bulgaria — Romania -
Yugoslavia) males - females, in 1980.
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Figure B.163: Expectation of life at age 25 in years for (Hellas — Bulgaria - Romania
— Yugoslavia) males - females, in 1980.
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Figure B.164: Expectation of life at age 65 in years for (Hellas — Bulgaria — Romania
- Yugoslavia) males - females, in 1980.
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Figure B.165: Expectation of life at birth in years for (Hellas — Bulgaria - Romania
Yugoslavia) males - females, in 1985,
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Figure B.166: Expectation of life at age 25 in years for (Hellas — Bulgaria — Romania
— Yugoslavia) males - females, in 1985.
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Figure B.167: Expectation of life at age 65 in years for (Hellas — Bulgaria - Romania
~ Yugoslavia) males - females, in 1985.
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Figure B.168: Expectation of life at birth in years for (Hellas — Bulgaria - Romania -
Yugoslavia) males - females, in 1990.
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Figure B.169: Expectation of life at age 25 in years for (Hellas — Bulgaria -~ Romania
- Yugoslavia) males - females, in 1990.
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Figure B.170: Expectation of life at age 65 in years for (Hellas — Bulgaria -~ Romania
— Yugoslavia) males - females, in 1990.
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Figure B.171: Expectation of life at birth in years for (Hellas — Bulgaria — Romania)
males - females, in 1995.
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Figure B.172: Expectation of life at age 25 in years for (Hellas — Bulgaria — Romania)
males - females, in 1995.
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Figure B.173: Expectation of life at age 65 in years for (Hellas — Bulgaria — Romania)
males - females, in 1995.
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