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Abstract

In the present dissertationglatility comparison took placamong freight rates ahajor
routes of Container market and among different ship categsuigs asdry bulk, tanker and
container ships. The final sample consists of weekly prices of several freight rate indices that
cover the period from 2002016. Volatility was measured by the conditional coefficient of
variation (CCV) which was calculated by dividing comatial standard deviation over absolute
actual returnsConditional standard deviation, in a timarying framework, was extracted with
the use of ARMAGARCH (and others related) modefgplying SIC criterion, the best model
for both conditional mean andiwditional variancevas selectedin order to conclude t@an
adequatenodel that could accurately represent conditional standard deviation.

Using CCVs of each timeeriesasa proxy of volatility their mean levelvas compared
among routeand among indiceMore particularly, estimateshean valuesvere compared in a
context of parametric tests and estimated medisame compared in a context of nperametric
tests.

As it concerns the Container Markegsults showd that routes involving big seakke
Padfic and Atlantic Oceanwere found to perform the higher volatility in freight rate returns
compared tothe volatility of routes involving not so bigr regional seasln addition, we
concludedhat the longer the distance, the higher the uncertainty.

As it concerns the different freight markets, the same methodology was applied. Results
revealedhat BDI performed the highest volatility, followed by BDTI, BCTI and finally CCFI.






Introduction

1.1 Motivation

Although a certaiamount of the world trade is transporteddplane, rail or
truck, mostarecarried byships.Shipping serves almost th@% of international trade
needs and is obviousthat is avital industry for the economic developmeioreover
it is anexcessivevolatile and capital intensiv@arket and thusproper handling of all
its aspects is essenttal ensureprofitability and affordability to those involvedThis
globalbusinesss influencedby political shocks and economic fluctuations around the
world and he volatile nature of the freight market is dueitsohighly competitive

characteristics where freight ratgepend onhe balance of demand and supply.

Uncertaity is the main characteristic of seaborne trade. be more
understandable about uncertajraty examplés given thevolume oftradeis constantly
changing. So, it is hard for the shipowners to decide when is the better period to buy

new ships or to scrap the old ones. If new shigsbuiltbut the trade decreases, the

shi pownersd investments woulednthegortdand ast at i

freight rates would fall as an effort to minimize the I&3s.the other hand, if there are
not that many ships available but trade growg, eventuallythat could lead to no
exports and generally to no economic growth. However, thetailable ships would
gain a fortune by charging the transportation at will. (Stopford 1997) This example
shows us the notion of shipping risk agxplainsto us that it isa major issue for all

participants in thehippingindustry.

This complexity ad uncertaintyof that industry have urged scholars to
discover the secrets of freigimarkets In fact, from the early thiries, shipping
communities havexpressea strong interest in quantitative analysis of freigties
Particularly, freight ratemodelling hasbeen of primary interest. Once the model is
formulated, it can be used ftorecasting purposekvenif a large amounf research
into shippingfreight marketd a s b e etlmere & aorerampleiof a successful freight
rate forecastingmaald ( V e e n s This & the réa8dd @hy freight rateodelling
andforecastingemainsa fascinating topic.
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Kavussanosyisvikis and Goulielmou (2007) support that shipowners face
numerous risks such as fluctuation in freight rates, interest raeselwalue prices,
bunker rates and foreign exchange raf@s.the purpose of this dissertation, we only
study about the fluctuatioof freight rates.

1.2 Purpose of the study

This thesis initially focuses on one
knowledge) has little evidence of prior research. The containership market, although it
is not asattractiveas the dry bulk or tanker market, it still represengsith.8%'of the
total world fleet and stands third after the two segments mentioned above with 42.9%
and 28.5% of the total world fleet respectivélfe firstaim of this thesiss to model
and compare the volatility of the CCFI andritsites The second part of thikesis will
attemptto model and compar@e volatility amonghe Shipping Freight Markets and
more specifically among CCFI, BDBCTI and BDTI.

1.3 Structure

This paperns organizdas follows.Chapter 4s a brief outlook of the literature,
providing information about early and modern econometric modellindredght
marketsas well as a brief market analysistioé threemain shipping marketsChapter
3 analyzes the data sample used to conduct thisrckse@hapter 4 documents the
methodologyemployed which includes univariate time series modelling techniques.
Finally, Chapter Scontains the empirical results of this thesis, followed by a conclusion

in Chapter 6.

1 According to Unctad Review of Maritime transport 2014.
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1. Literature Reviewand Shipping Market Analysis

2.1 What is the freight market?

As Stopford (1997) pointed out, the freight market isrtaketplacevhere
seatransport is bought and sold. Shipowners have ships availabigrdorcharterers
have cargo to transport and shipbrokers put the deal togéitearding to Stopford
(2009),Freight market cabe furthely divided irto threeparts;

U Thevoyagecharter §pot charte), in which the shipowner can sell ttiansport

at a fixed price peion of cargo for particularroute.
U Thetime chartef market,in which theship is hired for a specific period of time
U The freight derivatives markdtreight Derivatives are financial instruments for

trading at future levels of freight rates and seéled against numerous freight

rate indices.

All these three markets create freight reverfuesr s h i p p iwhigh aiethev e st or s @
main source of cash in tiehipping industryFor the purpose of this study, only the

voyage market will be examined.

2.2 Literature Review

According to Gray (1987), thgreatesrisk in the shipping industry is the freight
rate risk as the most important uncertainties affect revenues rather than costs.
Investment decisions in thehippingmarket areentirdy dependent on the movement
of freight rates. For thaieasonit is necessary to understand this mechangspnovide

long-run and stable business operations.

2.2.1 Early econometric modelling of freight markets.
As mentioned by Glen and Martin (2005) the efforts for modelling the freight
rate market started ithe 1930swith Tinbergen (1931, 1934) and Koopmans (1939).

Tinbergen (1931) investigated the sensitivityreight rates to changes in the level of

2 In a time charter agreement, the charterer has the absolute operational control of the ship. The usual time chartehagekmatian of months or
maybe years. The charterer pays all voyage expenses, such as bunkers, canal dues, port expiémsegtetctime charter contract seems riskless, as the

daily cash flows for both the charterer and the shipowner are known, in practice, time charters are complex and theg riskifmoboth parties.
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demandand the factors affecting supply. Finally, he concludedftie&ht rate could

be writtenas:

F=eqi eK + esPy

Whereqis the demandi s t h e size,® s theduriker prices (coal) arg-1/9,
e=Uoand e=b/a. He used data from 187®13 to estimate the unknown parameters

and he concluded that the above equation doeldrittenas:

F=1,797 1,6K + 0,4R

He additionally, in 1934, created a model of the freight rate market of the following
form:
F(t) =71 rK(t)
DK(t) = Q(tT u)
Q(tT u) =IF (t7 u)

whereF(t) is the freight rate at timgK(t) is the level of tonnag&) represents the ship
orders,u is the lag between ordering and delivery @ahds the difference operator.

Finally, by solving this differential equation, he concluded that:

DK(t) = i K (tiu)

Which means that if the parametelis of the correct value, it will generate cycles over
time.

Koopmans (1939) investigated the determnits of tanker freight rates and
proposed the short term supply curve which is characterized as inelastic when tonnage
is in full employment and elastic when tonnage is unemployed. \@kgplyis greater
than Quemang then, freight rates fall, more shipse laid up and speed starts to slow
down. The opposite happens when demagaaterto supply.

Zannetos (1966) was (to the authoros
tanker market. He investigated the relationship between spot rates andhairersc

He suggested that the spot tanker rates should be related to the long run marginal cost
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of tankerservices. He also pointed out that voyage charter rates follow a random walk
model.

Wergeland (1981) proposed a model for dry bulk ships whidtn@svn as
A N o r b This kmodel consists of both supply function (similar to the Tinbergen
model) and demand for temiles function that is assumed to be negatively related to
freight rates and positively related to the level of global trades model was

formulated based on data for 196885 andwvas structured as follows:

0 ®"0
0 @ "0 Q
where0 = Demand for dry bulkténnes per mile)

O = Supply for dry bulk (tones per mile)

@ Volumeof sea trade of dry cargo by tone
"O Freight rate index of dry bulk ships

0 dwt of the trading dry bulk ships

"O¢="Average price of fuels
In order for the model to be linear, the natural logarithm of the variables was

used on both sides of batlquations. The estimated model was:

0 P& X T8 X'R
0 ™ X0 ™M Y& T ¢RE Q

The model indicates that the demand is slightly affected by freight rates.
In a series of Beenstock and Vergottis (1989a, b, 1993a, b) research papers,
freight rate is determined by the interaction of supply and demand.
Qs=f1(Fs, FR/R, Z)

Where freight rates move in order to set demand equal to supply.
Qb= Qs
Finally, FR=f, (Fs, Qp, Pv)
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WhereQ:s is thesupplyof dry cargo (measured in taniles),Qp is the demandy;; is

the active fleetFR s the freight rate for dry cargo voyad®,is theunit voyagecosts
(mainly consists of bunkers but is also includes port charges and crew costs). They
used daily data from 1950 to 1986.

2.2.2 Moderneconometric modelling of freight markets.

The evolution of econometric approaches and techniques led to changes in
modellingof bulk shipping markets. First of all, the structural models were replaced by
autoregressivenodelsand the researchers focused on the stationarity properties of the
data. They realized that overpassing the order of integration of time series would have

disastrous consequences in the empirical work.

2.2.2.1Previous research in the DrBulk sector

By far the most academic interest has been showre bulk shippingndustry;
and this is because there is an index that is daily updated namely the Baltic Dry index.
For example, Kavussanos (1996a) applied the ARCH model to shipping markets for
the firsttime to measure the volatility in the Di€argo sector (Handysize, Panamax,
Capesize) for both spot and tirnkarter rates. He used monthly data from 1973 t01992.
He finally reachedo the conclusion that risk is higher in the thtigartermarketand
he syported that larger vessels hdrghervolatility than the smaller ones.

Kavussanos (1997) examined the dynamics of conditional volatilities in the
world dry-bulk market for secontiand ships. He usadonthly data for secontiand
prices and timeharterrates for Syearold CapesizePanamaxand Handysize vessel
from January 1976 to August 1995 by building an ARCH model. He pointed out that
thepriceof larger vessels has higher volatility than the price of smaller ones.

Veenstra and Franses (1997) triedorecast freight rates in the dry bulk sector
using data that covered the period from 19833 with the Vector Autoregressive
Model, but although theravere long runrelationships between freight rates, their
forecasts seemed not to be promising majieeto a stochastic trend.

Chen and Wang (2004) appliedZARCH model to investigate the presence of
the leverage effect (asymmetric volatility) in the international bulk shipping market.
They used daily data from April 1999 to July 2003ftarr timecharterroutesand they

concluded that the phenomenon of leverage effect does exist. The coefiicient
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indicated a negative sign which means thatpositive shocks generate less volatility
than negative shocks.

Batcheloret al. (2007) found that ARIMA ath VAR models are better in
forecasting the BDIO&s routes than the Vect
in contrary, Kavussanos and Nomikos (2003) came to the opposite conclusion; they
found that the VECM performs better forecasts.

Lu et al.(2008)used the daily returns of three different types of bulk vessels
(CapesizePanamaxand Handysize) over the period from March 1999 to December
2005to investigate the characteristics of volatility. They applied the GARCH model
and showed that external shedkave a tendency to strengthen for all the three series.
In addition they divided their sample into two periods (March X8&&ember 2002,
and January 200Becember 20050 examine the asymmetric impacf past
innovations and current volatility by applying theZARCH model. They reached the
conclusion thaasymmetriccharacters are distinct for different market conditions and
different vessel size segments.

Zhai and Li (2009) examined the volatility of BDsing GARCH type models
with different distributions. They reached the conclusion that GARCH(1,2) model with
Studentt distribution is the best to fit the volatility and@GARCH(1,2) with normal
(Gaussian) distribution is more appropriate to describettezage effect of BDI.

More recently, Xuet al. (2011) studied the relationship between the time
varying volatility of thedry bulk freight market and the chanigethe supply of fleet
trading. They used monthly data from Panamax and Capesize spot etygamtime
charter rates as far as the fleet size of Panamax and Capesize, the industrial production
and the bunker price that cover the period from 12080. They firstly used an AR
GARCH modelto measure the freight rate volatility and secondly thesdus GMM
regression to investigate the relationship between freight rate volatility and fleet size
growth. They finally confirmed thdhe volatility of bothtime-charter rate and spot rate
in the dry bulk markets is timearying and that the change indtesize positively
affects the freight rate volatility.

Yang et al(2011) examinethe volatility offour Baltic Dry Bulk indices (BClI,

BPI, BSland BHSI) by using the GARCH,1) model. They found out that this model
could reflect the persistencefaictuation very well.
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Geman and Smith (2012) studied and modeled the dynamics of BDI covering
the period from 1982010. They found that the standard deviation of annualized
returns that cover the period from 262310 was more than 60% and that was abverm
never experienced before in the stock market. Ehakplainedoy the fact thatntil
2008there was an extremely rise of freight rates and since then, a dramatic fall. They
also noted that perioas high volatility are followedby a more stable pex that lasts
a few months.

Fan et al. (2012) studied the volatility spillover effect among Capesize,
Panamax and Handysize by using the multivariate GARCH. They concluded that the
Capesize has volatility spillover effect on Panamax and Handysize while Handysize
and Panamax do not have voligfikpillover effects in Capesize.

Chen etal. (2012) made an attempt to forecast spot rates for three types of dry
bulk vessels using the ARIMARIMAX , VAR and VARX models were employed in
the article to makéorecastswith data that covers the period 1ino19962010. They
reached the conclusion that the VAR and the VARX models performed better forecasts
than ARIMA and ARIMAX model

Fanet al.(2014) studied the Baltic Capesize Index (BQbH.analyze volatility
persistencethe GARCH (1,1) modelwas introdued This modelwas usedfor
forecasting the BCI returns.

Daietal.( 2015) made an empirical anal ysis o
volatility in the dry bulk market. Their data consisted of monthly time seriesnef
yeartime charter rates, newbuiltdy and secondhand vessel pridesing 12/2001 to
11/2012. They used a 4variate GARCH model which could incorporate three
independent variables, as a univariate GARCH cannot investigate the dynamic
volatility transaction among different time series. They concluded that a BEKK
GARCH (1,1) mdlel captured the volatility transmission effedis.addition they
supported thathe freight rate volatility is influenced by the secondhand vessel market
and that the newbuilding market is indirectly affected by freight ratesacondhand
vessel pricevolatility. Finally, they support (as many other researchers) that the freight

rate market is the most volatile market, while the newbuilding market the least.
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2.2.2.2 Revious research in the Tanker market

Other studies havexaminedhe volatility of the tankers. Kavussanos (1996b)
reviewedthe volatility inthe world tanker market for the price of secdrahd ships by
applying the ARCH model. The conditional meaas definedas the changes in price
through ARIMA-X form models He modeled and compal the dynamics dime-
varying volatility between different sizeesselsand he concluded that bigger tanker
ships (VLCC) seem to have higher volatility than smaller gesselsasSuezmax and
Aframax.

Gl en and Martin (1998), foll owing Kavu
research and estimated the conditional volatility in the tanker market by size categories
and types of timehartercontracts but the estimation of conditional mean has been
done by aifferent model

Kavussanos (2003b) also employed the GARCH model to examine the risks in
the tanker freight market. He used monthly data from 1979 to 1994 fondwear
time-charterates and spot freight rates. He finally concluded thattinaetermarkets
are less volatile than the spot market and smaller vessels seem to be less volatile than
larger too.

Kavussanos and Dimitrakopoulos (2007), investigjéte issue of market risk
measuremenh the tanker segmerty employing afExtremeValue (EV) concept and
a Filtered Historical Simulatio(FHS) approach. They concludehat EV and FHS
were the best models for shéerm daily risk forecastas they produced accurate
results

Alizadeh and Talley (2011) used tanker shipping contracts from JaR0@éy
to March 20090 estimate freight rates ardycar? periods.They used a system of
simultaneous equations, atitey concluded that the duration of this periodriscial
for the determination of shipping freight
voyage r outype and the Bxtre I[déadweight utilization ratio seem to
determine freight rates too.

3 Laycan is the period within the vessel shoutive at the port and be ready for loading. If the veas@les later than the laycan period, charterers are

entitled to exercise the option and cancel the chpeey.

9|Page



2.2.2.3 Revious research in the Containership market

We can difficulty find studies based oontainershipsand this is because dry
cargoes and tankers are the most widely known means of seaborne trade of commodities
worldwide. Despite this, Luo eil. (2009) investigated the fluctuation of the container
freight ratesdue to the intexction between supply andemand for container
transportation services. They used data from 18&IBto apply the threestage least
square method. Finally, their estimateddel tends to explain more than 90% of the
variations in fleet capacity and the freight rate.

Zhu and Zhao (2013) investigated the volatility of CCFI by using the ARCH
family models for weekly data that covered the period from January 2000 to August
2012. The GARCH model was used to describe the volatility clustering and then the E
GARCH modelwasused to analyze the asymmetry of CCHiey found out that the
container freight rate haahanti-leverageeffect.

Another study is by Chang (2015) and hasissx on the CCFl and the HRCI
for long memory testing in volatility and the models concerning the long memory
effect. He applied tests as FIGARCHYGARCH and FIAPARCH in data that cover
the period from 200@014 for the HRCI and from 202014 for the CEI. He reached
the conclusiorthat precise estimates of containerdingight indicesmay be acquired
from a longmemory in volatility models withskewed Studentt and Studerit
distribution. He also suggests that such models improve loing-term volatility
forecasts and that this could be useful to risk management in the container freight

market.

2.2.2.4 Revious research thatompares Dry-Bulk with Tanker and
Containership freight market

Stopford (1997) pointed out that although the freight rates in contaiaekers
and bulk carriers, in the short run, behave differemiyhe long runchanges in the
freight of one type of ship would affect tHieeight of the other types, as they ak at
the same transportation sector

Kavussanos and Alizadeh (2002) used the GAR@hhean model and

examined a variety of ship sizes and charter lengths from-1980. They wanted to

4 Howe Robinson Container Index (HRCI) reflects the container market charteamatés i s i ssued by the Howe Robinson & Co. Lt o

largest independent brokerage firms for containerships and bulk carriers.
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investigate, according to the expectation hypothesis, whithgterm charter rates

are a function of a series sfiortterm contractsThat means that the present value of
thecash flows from a time charter contract shdutdequal to the present value of the
expected cash flows from some spot contracts with the same duration. They did find
that the results do not support the expectation hypothesis for the period given and that
the spot market is riskier due to spot market volatility, utilization tiakspat shortage

risk, defaultrisk, etc.

Adland and Cullinane (2005) did a relevant research and also concluded that the
expectation hypothesis cae rejectednd that the risk premium must be time varying
for the bulk freight market.

Koekabakkeret al.(2006) did a research about stationarity in spot and time
charter rates for both tanker and dry bulk market over the period 1990 to 2005. They
performed both linear and ndimear models such as augmented Dickejler tests
and KPSS test to detect if thesea serial correlation in variables. They concluded to
different results with each model as standard unit root tests are widely known to have
lower power than nonlinear alternatives. Despite that, the final result was that freight
rates are nostationary

More recently Angelidis andgkiadopoulos (2008) applied the Value at Risk
approach and parametric (e.g. GARCH) and-parametric (e.g. historical simulation)
models for dry and wet cargosmeasure the freight rate risk. Their results were that
thefreight rate risk is greater in the wet cargo markets and in general, freight rates are
much more volatile than other assets.

Alizadeh and Nomikos (2011) examined the weekly average of spot rates as
well asoneyearandthreeyeartime charter rates fohtee different dry bulk carriets
and three different tankérghat cover the period from 192D07. They used
augmented EGARCH models to investigate the significance of the dynamics of the term
structure and its effects dime-varying volatility. They came to the conclusion that
when the market is in contanfgdhe volatility is lower compared to when the market

is in normal backwardatién

5 The three bulk carriers are classified according to their size and capacity. (Capesize, Panamax, Handymax)
6 The tiree tankers are also classified according to their size and capacity. (VLCC, Suezmax, Aframax)
7 Contango refers to a situation where the fugwentracprice ishigher than the expected spot price.

8 Backwardation refers to the market condition whieeeftitures contract price is below the expected future spot price at contract maturity.
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Drobetz, et al. (2012) examined whether asymmetric effects or shocks of
macroeconomic variablese more suitable to explain the thwarying volatility in the
tanker and dry bulk market by using the GARCH ar@ARCH models. Their sample
period was from March 1999 to Octoli2911 and their data consisted of the Baltic
Exchange Indices. They finaljyointed out that a) there are no asymmetric effects in
the dry bulkmarket but these effectare strongly pronounced the tanker freight
market b) Macroeconomic variablehould bettetbbe embodiednto the conditional
variance equation rather than ith@ conditional mean equatiand c) the assumption
of t-distribution performs better than the Gaussian.

Chou et al(2013) investigated the retuteadlag and volatility transmission
between drybulk and container shipping freight by testing the BDI trel CCFI that
hadbeen divided ito three sukperiods; before, during and after the financial crisis of
2008. They used the bivariate GAREEKK modeland they suggested that there is
along-run equilibrium relationship in the full samp&thoughthe financial crisis of
2008.In addition the two indices have at least one cointegrating vector before the crisis
that is maintained and after. Granger causality tests indicate that there is no significant

leadlagrelationship in the full sample period.

2.3 International Shipping Market Analysis

2.3.1 Containership Market

According to the annual report of Shanghai International Shipping Institute for
the year 2012016, the CCFI hit an avera@gng-term historical low as of December
25, at 875.53 points, laev than the historical low in 2009 of 879.01 points and
registered a plummet of 19.39% compared to 2014. All the main, secondary and near
sea shipping lines suffered declined freights in 2015 mainly due to reduced cargo
transportation demand that forcea tbhipping companies to lower their pricébe
following graphrepresentshe trend of CCFI in 2
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In addition amassie increase in deliveries of large ships wasiced and so,
both these two factors led to a surge in transportation capacity supply and therefore to
reduced freight rates. The report indicates that as of 2015, the average ship size of global
container flets reached 3.644 TEU and the global container transportation capacity
stood at 21.868 mil TEU (that corresponds to an increase of 5.59% and 7.06%
respectively than in 2014).

The global seaborne container volume stood at 177.7 million TEU in 2015,

y.o.yincrease of 3.68% he growth rate was slower than thB8% in 2014.

Global Seaborne Container Volume
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Institute

The regional and southorth routes enjoyed a strong volume growth of 4.85%
and 3.30% respectively year on year, while the volume of mateshas slowed down,
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registering an increase of 1.18% (for 2Qhé y.0.y. increase was 3.87%). Asian and
Europeanroutes showed the worst performance with negative growtkl.856%.
Overall, due to the suppidemand imbalance, the profits of shipping companies

vanished once again.

2.3.2 Dry Bulk Market

According to the annual report of Shanghai Internati@mbping Institute for
the year 2012016, the yearound BDI in 2015 stood at 718 points on average,
decreased by 35% compared with 2014 and hitge3® low. On February ¥82015,
the BDI fell to a new low of 508 points.

Average BDI in 19852015
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Data Source:Baltic Exchange, prepared by Shanghai International Shipping Institute

The global dry bulk cargo transportation capacity still surpass the demand
growth, although the increased amount of demolitions and the reduced deliveries. As
of December 205, global dry bulk transportation amounted to 777 mill DWT and
totaled 10.689 fleets in number. According to market surveys, about 90% fleets are
slowing down their speeih offset the excess capacity. Meanwhile, the orders for new
dry bulk carriers jumpe from 699 (in 2014) to 241 (in 2015). Many shipowners of
handling orders began to change their orders from bulk carriers to oil tankers or
containershipsto avoid the insufficient demand and the continuous depression of dry

bulk market.
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2.3.3 TankerMarket

According to Danish Shipping Finance review and outlook as per May 2016,
Crude Tanker Earnings are relatively high due to the drogrude oil prices and
reached their highest levels in 2015 since the financial crisis of 2008. This market has
bendited from bothstrongdemandgrowth and théow inflow of new vessels. In 2015,
9.3 million DWT were delivered, while only two VLCCs and three Aframaxes
demolishedThis leadsto a fleet growth supply of 2%. On the other hand, distance
adjusted demahgrew by 3% which narrowed the gap between supply and demand.

The gap between supply and demand narrowed in 2015
Supply grew by 2% while distance-adjusted demand grew by 3%
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Data Source:HS Global Insight, Danish Ship Finance

New contracts for carriage of goods reached their sebmikst level ever in
2015. 35.8 million DWT in totalvas contracteduring this year. Hopefully, if this trend

continues, there may be a reduction in the nominal supply surplus.

As it concerns the Clean Tanker Market, its earnings have suffered a significant
decline as they cabe measuretly Clarkson 6 Aver aged Cé¢teanE#®rni ng
According to Danish Shipping Finance, the averagmingswere more than USD
28.000 per day in July 2015 and dropped to almost USD 14.000 per day in March 2016.
For the year 2015, the product tanker fleet grew by 6% and the demolititcketm
suffered a decrease to a historically low level. Only 24 vessels with a total capacity of
0.8 million DWTwere scrappeduring last year. Despite the high freight rates of 2015
though, 22% of the new orders that shoblel deliveredduring that year ere
postponedand more than 12%ere canced. Finally, the nominal gap between supply
and demand seems to have widened last year. It appears that demand for seaborne
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petroleum products contracted by 1% in 2015 compared with fleet growth of 6%. The
estimded gap between supply and demand widened to 27% during 20i5sas

indicated by the following graph

The fundamental gap between supply and demand
widened in 2015 as supply growth exceeded distance-
adjusted demand growth by almost 8%
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lll.  DataCollection & Analysis

3.1 Data Collection

This section defines the data used to conduct this studypritharysource of
i nformati on was Cl ar k INetwodks which hcollpcpsi andy I nt el
maintains an extensive number of data on the shipping induisieyselected sample is
the CCFI (Cima Containerized Freight Index) and its trading lines which is promoted
by the Ministry of Communications of PRC and developed by Shanghai Shipping
Exchange, BDI (Baltic Dry Index), Baltic Clean Tanker Index (BCTI) and Baltic Dry
Tanker Index (BDTI) whictare provided by the Londdmased Baltic Exchange.

The CCFI reflects the spot rates of China (export) container transport market
and itis calculatedfrom the weighted average of the 14 most common individual
shipping lines which depart from China andigrat Europe, Mediterranean, Japan,
Korea, NewZealand etc. According to Shanghai Shipping Exchange, CCFI is deemed
as the second world freight index following the Baltic Dry Bulk Freight Index. The
collection offreight information isbeing heldby 22 domestic and foreign shipping
companie$with high international prestige asijnificantmarket shares. Publication
day is every Friday.

The raw dataset consists of weekly prices of the comprehensive index CCFl and
10'° shipping lines that were chosen asampleand coversthe period from March
2003 to May 2016. (670 observations per shipping roafgendix 1 plots the prices
and the logreturns of each shipping line.

The Baltic Dry Index (BDR! is a shipping and trade index that measures
changes in theost of transport of raw materi&slt is a composite of four stindexes
of dry bulk carriers, Capesize (BCI), Supramax (BSI), Panamax (BPI) and Handysize
(BHSI). These sulndexes havdeen created c cor di ng to the vessel
the BDI is rekased every day by the Baltic Exchange.

The raw dataset consists of weekly prices of the BDI that covers the period from

March 2003 to May 201@&ppendix 2 plots the prices and the lagturns of the index.

9 Among others COSCO, Maersk, Container Lines, Korea Marine transport, MSC, Sinotrans Container Lines, Evergreen Matine Corp. e
10 Ten out of fourteen shipping linegere chosen as a sample, due to lack of data for the other shipping lines.
11 The BDI is the successor of the Baltic Freight Index and was brought into operation on 1 November 1999.

12 Such as irofore, coal, gain etc.
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Finally, the Baltic International Tanker Routesntprised of Baltic Dirty
Tanker Index (BDTI) and Baltic Clean Tanker Index (BCTI). The BCTI consists of 7
main shipping routes and is a benchmark price index for the worldwide shipping of oil
products such as gasolirdiese] etc. The BDTI consists of I®ain shippingroutes
for four classes of ships. (VLCC, SuezmAf,amaxand Panamax) It is a benchmark
price index for tankers carrying mostly crude oilcasgoand these pricesre quoted
in the Worldscale systenthe raw dataset consists of weggdicesof BCTI and BDTI
from March 2003 to May 201&ppendix 2 plots the prices and the lagturns of the

index.

3.2 Data Processingor CCFI

3.2.1 Testing for unit root
Before starting any quantitative analysis, we must ensure that our data is
stationary. AugmenteDickey-Fullertest with a trend and an interceyas appliedo

test for a unit root in variables. The resute presentenh Table 3.1:

Table 3.1 ADF test for stationarity on levels, LogLevels dmbreturnsfor CCFI and its
routes

Level LNPrice Logreturns

t-Statistics  p-value  t-Statistics p-value t-Statistics p-value
Composite Index(CCFI) -1,44 0,56 -0,99 0,76 -13,47 0,00%**
Japan -5,00 0,00  -4,63 0,00~  -27,43 0,00%*
Europe -2,98 0,14 -2,25 0,46 -18,24 0,00%**
WC North America -0,43 0,90 -0,22 0,93 -31,57 0,00%**
EC North America -1,55 0,51 -0,76 0,83 -30,80 0,00%**
Hong Kong -1,74 041 -1,89 0,33 -21,47 0,00%**
Korea -3,33 0,00*** -3,14 0,02* -25,58 0,00%**
Southeast Asia -157 0,50 -1,60 0,48 -13,42 0,00%*
Mediterranean -2,92 0,04** -2,86 0,04** -9,96 0,00%**
South America -1,35 0,61 -0,73 0,84 -29,05 0,00%**
WI/E Africa -1,41 0,58 -0,99 0,76 -35,29 0,00%**
Test critical Values 1% level -3,44

5% level -2,87

10% level -2,57

All time series can be considered stationary in log retukmsea and Mediterraneanan be
considered stationargn levelsfor a=5% (**) and Japarfor a=1%((***).

The results irTable 3.1 indicate that logevels of most variables are nstationary,
while theirlog-first differences are stationarfhis suggestthat all variables are in fact

integrated of order 1 or I(1). The exceptions are the price of Kdegan and
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Mediterranean lines which are stationary 1(0). As concluded the data thhewiadled

for the rest of the thesis is the log returns of each series.

3.2.2 Descriptive Statistics
A brief descriptive statistics based onagurns of the timseries of CCFl, is
presented below:

Table 3.2 Descriptive Statistics for the log returns of CCFl and its trading lines
wC EC

Ir(I:dZT?C? EI;T) Japan Europe Nort_h Nort_h Eg;‘g
America America
Mean -0,00062 -0,000166 -0,001066 -0,000824 -0,000541 0,000164|
Median -0,001404 -0,002054 -0,00155 -0,001453-0,001524 -0,0006
Maximum 0,062064 0,238492 0,200431 0,165591 0,113825 0,215428
Minimum -0,051607 -0,192379 -0,098585 -0,155618 -0,139477 -0,224197

Std. Dev. 0,015624 0,040256 0,028953 0,027118 0,024488 0,049838
Skewness 0,466978 0437735 1,226636 0,098248 -0,022048 0,040446

Kurtosis 4,712573 9,701372 9,872821 10,73398 8,117826 5,963118
Jarque-Bera 104,8015 1257,961 1466,71 1648,452 721,4288 241,9979
Probability 0,00 0,00 0,00 0,00 0,00 0,00

Southeast W/E South
Korea Asia Med/nean Africa America
Mean -0,000154 -0,000119 -0,001034 -0,000989 -0,001214

Median -0,000106654 -0,000357 -0,001757 -0,001179 -0,001375
Maximum 0,189687 0,170128 0,252709 0,403876 0,252095

Minimum -0,212047  -0,154002 -0,188375 -0,330454 -0,272101
Std. Dev. 0,045216 0,035162 0,041329 0,048048 0,044806
Skewness 0,055447 0,09437 0,806536 0,432208 0,157538

Kurtosis 6,094664 5,244802 9,753042 15,75305 9,030518
Jarque-Bera 264,1037 139,7673 1327,662 4499,964 1004,346
Probability 0,00 0,00 0,00 0,00 0,00

Summarizing our data in that way, we can obtain useful and meaningful
information in order toproceed to the quantitative analysis. Measures of central
tendency (e.g. mean, median) describe the center of a dataset. For the CCFI and its
trading lines, all the variablexcept fronthe shipping line of Hong Kong seem to have
an average negative retuthrough the estimation period. In this table are also
mentioned the minimum and the maximum values of the CCFI and the individual
routes. It is noticeable that W/E Africa, Smericaand Mediterranean routes have

maximum values of more than 25%, whike ffirst two have aninimum value of more
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than-25%. Again, the twooutesmentioned above seem to have the highest standard
deviation. Skewness, positively or negatively, measures the asymmetry of the variable
from the mean. Skewness equals to zero, miatslata are perfectly symmetrical. In

our case, most of the indices are positively skewed which indicates that the most values
are concentrated on the left side of thean. The kurtosis of any normal distribution is

3, distribution with kurtosis les$an 3 is said to be platykurtic and more th&n
leptokurtic. In oursample all variables seem to have fat tails peaked kurtosis which is

a common feature of financial time seri@sfat-tailed distribution lookshormal but

the parts far away from the aage are thicker, meaning a higher chancéuaje
deviations Finally, JarqueBera test for normality confirms that all the variables seem

to reject the null hypothesis for normality.

3.3 Data Processing forlCCFI, BDI, BCTI and BDTI

3.31 Testing forunit root
Again, Augmented Dickey Fuller test with a trend and an intercept was applied
in order to test for a unit root in variabl&esults are presented Table 3.3

Table 3.3 ADF test for stationarity on levels, LogLevel and Logreturns for the BDI, BCTI and
BDTI.

Level LogLevels Logreturns
t-Statistics p-value t-Statistics p-value t-Statistics p-value
China Containerized Freight
Index(CCFI) -1,44 0,56 -0,99 0,75 -13,46  0,000***
Baltic Dry Index (BDI) -2,24 0,18 -1,62 0,46 -11,48  0,000***
Baltic Clean Tanker Index
(BCTI) -5,45 0,00+  -531 0,00  -14,29  0,000***
Baltic Dirty Tanker Index
(BDTI) -411 0,00%** -3,3 0,02**  -16,99 0,0007**
Test critical Values 1% level -3,97
5% level -341
10% level -3,13

All time series can be considered stationary in log returtts.** * indicates stationarityor
1%, 5% and 10% respectively.

The results iMable 3.3indicate that the logdrst differences are stationary. As
concluded the data that will be used for the rest of the thesis is the log returns of each

series.
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3.3.2Descriptive Statistics

A brief descriptive statistics based on natural logarithméi@ftime series of
BDI, BCTI, BDTI and CCFl is presented belowTiable 3.4:

Table 3.4 Descriptive Statistics for the log returns of BDI, BCTI, BDTI and CCFI.

. Baltic Clean  Baltic Dirty Ck_una_
Baltic Dry Containerized
Tanker Index Tanker Index .
Index (BDI) (BCTI) (BDTI) Freight Index
(CCED
Mean -0,001621 -0,001454 -0,001625 -0,000¢4
Median 0,00258 -0,005907 -0,001315 -0,0014
Maximum 0,373789 0,302029 0,275462 0,064
Minimum -0,473861 -0,297664 -0,386039 -0,051
Std. Dev. 0,080028 0,051198 0,070968 0,015
Skewness -0,356286 0,546717 0,016857 0,44
Kurtosis 6,280595 7,784482 5,626219 4,71
Jarque-Bere 319,31 682,46 195,44 104,94
Probability 0,00 0,00 0,00 0,0

Again, all the indices tend to have slightly negative average returns through the
estimation period. Surprisingly, the maximum values range from 27.5% to 37.3% and
the minimum values range fror@9.7% to-47.3%.At a first glance, CCFI seems to
perform the lowest volatility as its retwfuctuatefrom -5.1% to 6.2%Again, all time

series are leptokurtic.
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V. Empirical Methodology

4.1 Time series definition

A time series is a sequence of numbecgurring inequaluniform intervals. If
a time series cahe predictedit is said to baleterministic. Most oftime series are
stochasti¢ and that means thhatture values are only partly determined by knowledge
of past valuesStochastic processes are often useanodeling time seriedata ands
saidthat are completely random if their mean is equal to zero aivd/ériance is equal
to 0% and itis not correlatedver time. (Gujarati, 2003).He also suggests that the best
prediction of the price of an asgemorrow is equal to its price today plus a purely

randomshock which is callethe random walk phenomenon.

4.2 Time Series Theory
Given a dailypriceprocess at trading day t, ®e define the compounded daily

returns by

i aéQ o0 pBR

The conditional density of is denoted byQi SO whereO is the conditional
distribution which is determined @©i § MH  8An assumption made in
financial study is that the returns © pFB H'Y are independently and identically
distributed "@&Q as normal with fixed mean and variance.

A time series 1 is called strictly stationary if the random vector® f8hed

@ BE®  and @y oBBNa, ¢ 'have the same joint distribution for all sets
of indices 0 B  and for all integeréiQ Tt However, strict stationarity is rarely
satisfied and a weaker definition #cond ordepr weakstationarity is usually used.

A time-series is calledveakly stationaryf, for all "o N ¢,
00 ‘
6 ¢ ohd I
(by letting™@Q it implies that the variance is constant)

In the condition of weak stationaritiy,is assumd that the first two moments o are

finite. Before applying any conventional method of time series, it is completely
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necessaryo ensure that the mean and the variance remain stable over time. Granger
and Newbold (1974) introduced the notion of spurious regression which explains
regressions with highFbut with extremely low value for DW statistic when our data

is nonstationary.The graph of a stationary series varies randomly around a constant
mean (callednean reversion) and also its variance will be constant through time.
Consider the simplest autoregressive manétp that has been frequently used to

characterize stationatime series:

4.3 Univariate time series analysis

Firstmomentmodelling is not theprimary focus of this thesis. However, a
reasonable model for the first moment has to be used. A misspecification in this
equation could lead to wrong conclusions about wi@h Y éniodel to support.

Box and Jenkins (1976) proposetheeestepprocedure fomodeling time series data

which is going tde followedat this first part:

1. Identification: At that stage, an initial consideration of a clasé 6f 0 odels is
made according to graphical methods (such & &andd 6 6) Mat will later be
testel for their validity.

2. Estimation: At that stage, simple least squares is applied to the appraprigte o
model in order to estimate the parameters obthéand0 o terms.

3. Diagnostic Checking:Finally, it is decided whether the model is adequatefigsnd
the data reasonably well. Diagnostic checks, such as residual analysis or fitting extra

(or less) parameteese performed

The Autoregressive proces&\R(p)
The Autoregressive moded 'Y} was firstly introduced by Yule in 1926 and
has theollowing form:
6'Yhd o | | & E | ® 0
That means thab at timed depends on its value in the previgutime periods plus a

random shock (or disturbance) at tinge

13 Denote that whefi=1 the processisssat i onary and is cal Ue@dhéoprodems was koal hed @wwkente noiseo.
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U The Moving Average procestA(Q)
The Moving Averagemodel of order was introduced in 1937 by Slutskynd

has the following form:

boRAgdgd * T o6 16 ) E 1 0

In short, the moving average process is simply a linear combination of white noise error
terms. Wold (1938) proved that a stationary series that is purely stochastic can always
be decomposento one deterministic process and one other being a movinggavera

process. This representation is widely kno

U The Autoregressive and Moving Average procésSRMA (p,q)
Obviously, it is likely thalY has both characteristics@fYand0 6 components

and is thereforéd 'Y 0 .6This process has the following form:

mh
o
i
o
Q

5YD B 4 — |

U Integrated stochastic process
If a nonstationaryseries,co must be differencedtimes before it becomes
stationary, ifis said to be integrated of ord@r It is symbolized byox "OQ hand so, if
W "0Q thenw wx "Om). An ‘Ont series is stationary, whereas"@p contains one
unit root and so on.

Therefore, we can rewrite the equation obalY O @i model as:
p W — W wp Lo To 0

Wherel is the lag operator angp 0 is the first difference. This equation is called
6 'Y ‘Obpipip 8
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4.4 Time Series models for volatilimodelling-Conditional variance

Since the earlgecaas of the twentieth centurgsset returns had been assumed
to form an ii.d. processwith zero meanand constant variance. However, in real
economic and financial series data, the assumptions of normality, independence and
homoscedaatity do not always hold. Firstly Mandelbrot (1963) and Fama (1965) and
later many others argued that aftdnigrise (fall) in prices, a bigse (fall) in prices is
also observed. This behavior is knowrvaktility clusteringand implies that volatily
shocks today will influence the expected volatility some periods later. Again,
Mandelbrot (1963) was the first that noticed that asset returns are highly leptokurtic and
slightly agymmetric This phenomenon is apparent when asset retmslotted
Finally, Black (1976)firstly noted the secalled leverage effectvhich refers to the
tendency f or ¢ han gbesnegatinely asralatetith shangesinat i | i t vy
assetds price. (20819 thever adei nmamy otheo narvial rstatistial
properties that asset prices share such as conditionalrexmditional heavytails,
volume/volatility correlation, nottrading periodeffects etc. All above empirical
observations suggest that the financial returns exhibit heteroskedasticity arttieeven
volatility depends on the volatility observed in the immediafetyner periods The
GARCH-family models offer a solution to these problems and tend to treat

heteroskedasticity as a variancééomodeled

U Autoregressive Conditional heteroskedastycinodet ARCH (q)
This concept was firstly introduced by Engle (1982). He models the discrete

returns of a process as:

where‘ is the mean return and @, where® iid with O® m and
won p

The ARCHmodel and its extesons (GARCH,TARCH, E-GARCH, etc) are among

the most successful models for modelling the conditional variance. The ARCH model
with ) parameters can be defined as:

» = ol 6 + 6 + éwo0oU
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With | 1t for conditional variance to be possitive d8d | <1 for covariance
stationarity. Denote that if the the process is covariance stationary, its unconditional
variance is equal tp | p BlLin 8

Under this model, the autocorrelation in volatility is modelled by allowing the

conditional variance of the error term  hto depend omj lagged squared errors and

can capture the volatility clustering.

According to Xekalaki and Degiannaki010), the conditional and the
unconditional mean as well as the unconditional variance of the returns remain constant,
while the conditional variance has a thvarying character.

In empirical applications, it is not rare to observelativdy long lag ARCH model

andto avoid the bias of thparametergestrictions, the GARCH modd& formulated

U Generalized Autoregressive Conditional heteroskedasticity me@ARCH(p,q)

The "00 'Y onfddel was developed by Bollerslev (1986) and is more widely
used as it avoids overfitting and it is more parsimonious " @BeY 610 allows the
current conditional variance to depend upplagsof the conditional variance anfj

lags of the squad errors. It can be expressed as:

where |'Q m 1°Q m for nonnegativity of the variance and

B | B 1 p for stationarity of variance. The sumentoned above
measures the persiate of variance. This model can capture thick tailed returns and
volatility clustering. Moreover, it is assumed that the impact of news on the conditional
volatility depends only on the magnitude of the innovation anahthe sign. For that

reason, the two following models are introduced.
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U The Exponential GARCH modelE-GARCH (p,q)
The asynmetric O "0O0 'Y ¢ ritddel, which introduced by Nelson (1991),
specifies conditional variance in logarithmic form, which means that there is no need

to impose restrictions in order to avoid negative variance. It can be expressed as:

For an EGARCH model,, ; depends on both the magnitude and the sign.ofhe
coefficient| represents the magnitude effect of the model, @'Y 6 efiect. The
coefficient measures the persistence in conditional volatility irrespective of anything
happening in the market. Whéris large, then volatility takes a long time to die out .

The EGARCH process is covariance stationarBif T p8

The coefficienb measuresiie asymmetry (the leverage effect), the parameter of
importance so that tH® "00 'Y end@el allows for testing of asymmetridé] is equal

to zero the model is symmetric[ If Ttthe positive shocks generate less volatility than
negative shocks.

The unconditional variance (long term variance) of &0 Y 6p® model is
assumed constant and is seted below. If unconditional variance is relatively large

then long term variance in the market is relatively high.

U Threshold GARCHModel T-GARCH (p,q)
Theasymmetric”Y "00 'Y onfddel proposed by Zakoian (1994) captures the
threshold effect in expected volatility. That means that large shocks are less persistent

in volatility than small shocks. AY "0 'Y 6 il model can be defined as:

" W wWws $ ws <O- T I,

Denote that this model parameterizes the conditional standard deviation.
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U Distributions

A feature ofARCH process is that evehthe conditional distribution of the
innovationis normal, the unconditiohalistribution has thicker tal Thus, there is
evidence that theonditionaldistribution of- is nonnormal, as well. In this thesis,
three different probability distributionare used. The Standard Normal distribution
(Gaussian), the Studentand the Generalized Error Distribution (GED). For the
estimation of the parameters the-ldgelihood functions of these distributions are used.

4.5 Practical Issues for Model building
U Auto-correlation function

One test of stationarity is based on #hwocorrelation function which helps
measureghe temporal connections between different components of the series Y

fact:

A plot of " agairst h is known as the sample correlogram. For a probably stationary
time series, the autocorrelation at various lags hovers around zero aachéor

stationary, the autocorgion coefficients are quite high.

U Partial autocorrelationfunction

The partial autocorrelation function, (PACF) measures the correlation between
an observatiorh periods ago and the current observation, after removing the linear
effect of observations of intermediate lags (for example all l&ysAt lag 1 the ACF
and PACF arequalsince there are niatermediatdag effects. I} 12, } 23} 13 are the
correlation coefficients between the variables(tdken pairwise) then, the partial

correlationbetweeniphix hwhendwo is kept fixed is:

P
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The ACF and thePACF plots suggest a possibie] ! ==kia model for this data.
Finally, the AR process has its ACF tailing off and PACF cutting off, and MA process
has its ACF cutting off and PACF tailing off.

U Information Criteria

An important issueegardingthe model building is the determination of orders
of 0 "YandD 0 terms as well as the 'Y 6 &d"00 'Y 0té@ms. Two widely measures
goodness of fit are Akaike (1974) Information criterion (AIC) and Schwarz8)197
information criterion (SIC). They measure the tradfe between model fit and

complexity of the model. Their algebraic expressions are:

0 00 ca & cn

YO0 c¢o & a& n

wherelL is the value of the likelihood function evaluated at the parameter estilNates,

is the number of observations apds thenumber ofestimated parameters. A lower

AIC or SIC indicates a better fit model (more parsimonious). However, in this thesis,
only SIC will be used because it penalizes the number of parameters stronger than does
AlC.

4.6 Empirical tests

U Test fa Stationarity orUnit root test

Tests for stationarity firstly proposed from Dickey and Fuller (1979), Philips
and Perron (1988), Kwiatkowskhillipsi Schmidi Shin (1992) etc. For the purpose
of this study, the latest version of Dickeyuller test will be used, now refed as
AugmentedDickey-Fuller test (ADF). Tests performedby runninga leastsquares

regression of the form:

W W W W o)

The null hypothesis for this test is whether Ttversus the alternative 1t If Hois
rejected we conclude thatdoes not contain a unit root and our data are stationary. The
test statistics for the original DF test is defined as:
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YQi @ OO Qi rorYdi

The number of lags used in the ADF test is decided byahiCSIC

U Autocorrelation Tests
With thistest we want to see whether there is a pattern in residuals from the estimated
model.
1. Box-Piercetest

Box and Pierce (1970) proposed the portmanteau stattstiest the joint
hypothesis thathe j »n aresimultaneously equal to zero( is testing for high order serial
correlation). The Q statistic is defined as:

Q=nB "2

wherem s the laglength andn is the sample size. If computed Q is greatanthe
critical Q value from the chsquare distribution, we can reject the null hypothesis that

all j « are zero.

2. Ljung and Box test
Ljung and Box (1978), modify the Q statistic to increase the power of the test

in finite samples as follows:

~

0 YUY ¢ P

where0x ... . Again, we reject the null hypothesis that autocorrelations up to
are zero ifQ is greater than the appropriate critical value.

According to Tsay2005) the LjungBox statistics is recommended to check the serial
correlation of residuals astiss the serial dependence at higher order lags instead of
DW test.

U Heteroscedasticityrest
If errors do not have a constardrianceit is said that they are heteroscedastic
which can be detected either by graphical methods or with faests Engle (1982)

30|Page



proposed the Lagrange Multiplier test 0 in order to test fod 'Y 6 &¥ects in the
residuals. The test statistics is definas’Y'Y, where"Yis the number of observations
and’Y is the multiple correlation coefficient computed from the regression of squared
residuals on a constant andrpown lags as it appears bellow:

" | | 6 | 6 8 | 0

The null and thalternative hypothes are:

Ho: h=0andl= 0 a n d (%0 (tkkere is nd 'Y 6 &ffect)

Hi:Gi 0 Udnd éaandihi 0

The tesis asymptotically distributeds a... 1)). Ignoring thed 'Y 0 &ffects may result

in loss of efficiency.

U0 Normality tests
1. Jarque-Bera test
JB test, proposed by Carlos Jarque and Anil Bera, is a goodness of fit test that
measures the departure from normality. In other wordssiswhether our sample has
the kurtosis and the skewness of a normal distribution. The test statistics is defined as:

where¢ arethe degrees of freedorids the umber of regression parametepgs the
sample skewnesmndo is the sample kurtosis.

JB test has an asymptotic «guare distribution.
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V.  Empirical Results

5.1 Empirical Results for the China Containerized Freight Index (CCFI)

5.11 Procedure for model selectieithe mean equation

Autocorrelationand partial autocorrelation functions are presentedgpendix 3

which suggest possible ARMA models for modeling the megnation After
identifying the possible combinations, and based solely on the information criterion
SIC, various ARMA (p,q) models ave fitted to the daily returns of the CCFI and its
trading lines. The results, according to the lowest value of SIC, are presented in
Table 5.1

Table 5.1. ARMA selection according to Sf@r the CCFI

Composite Index (CCFl) ARMA(1,1) Korea ARMA(2,3)
Japan ARMA(1,1) South/East Asia ARMA(O,2)
Europe ARMA(1,1) Mediterranean ARMA(2,4)

North America West CoasARMA(2,0) West/East AfrcaARMA(1,2)
North America East CoastARMA(1,0) South America ARMA(1,0)
Hong-Kong ARMA(O,1)

5.1.2Procedure for model selectierthe variance equation

Once the ARMA specification hdmen determinedoint specifications of the
conditional mean and the conditional variance of the series take place. According to
Weiss (1984) and Bollerslé€986) the identification of the correct ARCH model can
be achieved by examining the ACF of the squared residuals of the estimated ARMA
model. (SeeAppendix 4) The ACF and PACF of squared residuals shansistent
correlation which indicates ARCH processes prese all series.In addition the
residuals of the ARMA models developed above were tebtedghthe ARCH-LM
testto confirm formallythat heteroscedasticity exists.
Therefore, severaARMA-GARCH!* models wereestimategdand the most suitable
were chosemccording to the SIAn addition E-GARCH (1,1) and TGARCH (1,1)
models were computetb check whether there is asymmetry in tielatility.

14 ARCH(q), q=1,2.3,4, GARCH(p,q) paM [0,2]
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Sometimes, normal (Gaussian) distributionruat always be assumed due to the nature

of financial data. For that reason, tla¢-tailed Studentt and the GEEP (Generalized

Error Distribution)are commonly useds they are believed to capture the leptokurtic
characteristics better. In this thesis thsults of all distributions will be presented. The
changes on thélistribution assumption and the joint specification of the ARMA
GARCH model had influenced the significance of several terms in the mean equations
presentedabove andso, afurther adjushent shoulcbe performed™For instance, if

some of the estimated AR and MA coefficients are not significantly different from zero,
then the model should be simplified by trying to remove those parameters. On the other
hand, if residual autocorrelation fiction shows additional serial correlations, then

the model should be extended to take cartho$ecorrelaton® ( Tsay, 2005) .
resultsare presentenh Appendix 5. The fitted model examined carefully to check for
possiblemodel inadequacies. Ia fitted model was found to be inadequate, it was
refined. The outputs of each estimated model for the eleven individual ramates
presentedn Table 52 to Table 512.

15The GED is a symmetric distribution that can be both platykurtic and leptokurtic depending on the degree of freedom.
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Table 5.2 Output for ARMA1,2>GARCHZ1,1) model for the composite index CCFI

Dependeni/ariable CCFI

GARCH(1,1) estimation with Student's distribution

Estimated Standard -
Variable Coefficient Error zstatistic  P-value
C -0.001119 0.000881 -1.269820 0.2041
AR(1) 0.763812 0.065356 11.68691 0.00®
MA(1) -0.675173 0.072645 -9.294027 0.00®
MA(2) 0.128095 0.047555 2.693623 0.0071
Variance Equation

Alpha0 3.84E05 1.28E05 2.989441 0.0028
Alphal 0.290449 0.079409 3.657618 0.0003
Betal 0.573118 0.089213 6.424179 0.0000
T-DIST DOF 5.445823 1.278994  4.257894 0.0000
Se 0,014982

RBS 0.081719

DW 1.898332

LL 1896.550

SIC -5.668427

LiBQ(10) 3.7268 (0.811)

LiBQS(10) 4.6916 (0.698)

SK(eh) 0.355970

KU(eh) 5.313860

ARCH TEST F-STATISTIC 0.124138 (0.724)

Table 5.3 Output for ARMAL,1>GARCH1,2) model for the trading line of Japan

Dependent Variable Japan

GARCH(1,2) estimation with GED

Variable gsgm;tee:t Standard Error  z-statistic P-value
C -0.001654 0.000719 -2.299311 0.0215
AR(1) -0.871129 0.094553 -9.213168 0.0000
MA(1) 0.833658 0.109073 7.643138 0.0000
Variance Equation

Alpha0 3.33E06 2.08E06 1.605867 0.1083
Alphal 0.340040 0.101963 3.334923 0.0009
Alpha2 -0.301085%° 0.099571 -3.023837 0.0025
Betal 0.956930 0.013872 68.98477 0.0000
GED PARAMETER 1.141782 0.087368 13.06863 0.0000
Se 0.040220

RBS 0.005429

DW 2.02935

LL 1431.943

SIC -4.222036

LiBQ(10) 4.6770 (0.791)

LiBQS(10) 8.7806 (0.361)

SK(eh) 0.570282

KU(eh) 4.971800

ARCH TEST F-ST 0.478238 (0.4895)

16 According b Xekalaki et al. (2010, p. 21) in a GARCH (1,2) model, the necessary conditions
require that

Al phao OO0,

0 Obetal< 1,
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Table 5.4 Output forARMA(1,1>EGARCH(1,1) model for the trading line of Europe

Dependent Variable Europe
EGARCH(1,1) estimation with Studerit
Estimated Standard -
Variable Coefficient Error Zstatistic P-value
Cc -0.003177 0.001257  -2.526519 0.0115
AR(1) 0.816380 0.044949 18.16252 0.0000
MA(1) -0.611845 0.061924  -9.880608 0.00®
Variance Equation
C() -0.238987 0.078359  -3.049915 0.0023
C(2 0.206935 0.046447 4.455286 0.0000
C(3) -0.101794 0.032948  -3.089545 0.0020
C4) 0.985744 0.0081269  119.2134 0.0000
T-DIST. DOF 3.437380 0.482463 7.124654 0.0000
Se 0.027254
RBS 0.115298
DW 1.844127
LL 1636.3083
SIC -4.879133
LjBQ(10) 10.075 (0.260)
LiBQS(10) 6.7437 (0.565)
SK(eh) 2.026
KU(eh) 21.17
ARCH TEST F-
STATISTIC 0.1997 (0.655)

Table 5.5 Output for ARMA(L1,6/GARCH1,1) model for the trading line of WC America

Dependent Variable WC N. America
GARCH(1,1) estimation with Studerit

Estimated Standard .
Variable Coefficient Error z-statistic P-value
C -0.001032 0.000577 -1.788182 0.0737
AR(1) -0.144869 0.043227 -3351358 0.0008

Variance Equation

Alpha0 0.000155 4.11E05 3.766265 0.0002
Alphal 0.454537 0.127124 3.575542 0.0003
Betal 0.371856 0.102897 3.613860 0.0003
T-DIST. DOF 3.936861 0.680354 5.786493 0.0000
Se 0.026599
RBS 0.037080
DW 2.071517
LL 1620.803
SIC -4.852502
LiBQ(10) 11.075 (0.271)
LiBQS(10) 7.3717 (0.598)
SK(eh) 0.009258
KU (eh) 6.979041
ARCH TEST F-
STATISTIC 0,164989 (0.6847)
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Table 5.6 Output for ARMA2,1}GARCH1,1) model fothe trading line of EC America

Dependent Variable EC N. America
GARCH(1,1) estimation with Studetit

Variable gsgfr?i;t:r?t Standard Error  z-statistic  P-value
Cc -0.001144 0.000915 -1.251262 0.2108
AR(1) 0.665358 0.097435 6.828765 0.0000
AR(2) 0.166411 0.038314 4.34333 0.0000
MA(1) -0.748345 0.094858 -7.889085 0.0000

Variance Equation
Alpha0 1.89E05 9.64E06 2.056283 0.0398
Alphal 0.166257 0.049219 3.377930 0.0007
Betal 0.831815 0.037293 22.30498 0.0000
T-DIST. DOF 3.489075 0.567430 6.148908 0.0000
Se 0.024315
RBS 0.014909
DW 2.189281
LL 1634.759
SIC -4.875122
LiBQ(10) 10.840 (0.146)
LiBQS(10) 11.532 (0.117)
SK(eh) -0.000395
KU (eh) 6.629145
ARCH TEST F-
STATISTIC 0.282979 (0.594)

Table 5.7 Output for ARMA(O, FARCH(1,1) model for the trading line of Hong Kong

Dependent Variable Hong<ong

GARCH(1,1) estimation with Studerit

Variable gsgfrﬁgteer?t Standard Error z-statistic  P-value

C -0.000390 0.000525 -0.742793 0.4576

MA( 1) -0.543933 0.029968 -18.15029 0.0000
Variance Equation

Alpha0 1.51E07 2.42E06 0.062549 0.9501

Alphal 0.022173 0.009053 2.449229 0.0143

Betal 0.974780 0.008699 112.0570 0.0000

T-DIST. DOF 7.001430 2.051765 3.412394 0.0006

Se 0.043035

RBS 0.268146

DW 2.131968

LL 1273.743

SIC -3.749553

LjBQ(10) 13.824 (0.129)

LjBQS(10) 10.113 (0.341)

SK(eh) 0.097523

KU (eh) 4,182311

ARCH TEST F-

STATISTIC 2.575071 (0.1090)
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Table 5.8 Output for ARMA(O, HGARCHZ1,1) model for the trading line of Korea

Dependent Variable Korea
GARCH(1,1) estimation with Studetit
Variable gsgfrzgt::t Standard Error z-statistic ~ P-value
Cc -0.000239 0.000745 -0.321005 0.7482
MA (1) -0.415745 0.038615 -10.76649  0.0000
Variance Equation
Alpha0 0.000596 0.000172 3.469879  0.0005
Alphal 0.307578 0.094884 3.241639 0.0012
Betal 0.411341 0.116836 3.520661 0.0004
T-DIST. DOF 5.142551 1.008423 5.099599  0.0000
Se 0.042329
RBS 0.144853
DW 1.960495
LL 1238.520
SIC -3.672142
LiBQ(10) 6.9274 (0.645)
LiBQS(10) 8.1461 (0.519)
SK(eh) -0.089725
KU (eh) 5.941489
ARCH TEST F-
STATISTIC 0.356968 (0.5504)

Table 5.9 Output for ARMA(0,2l5ARCH1,1) model for the trading line of SE Asia

Dependent/ariable SE Asia
GARCH(1,1) estimation with Normal Distribution

Variable gsgfrﬁgteer?t Standard Error z-statistic  P-value

C -0.000400 0.000638 -0.626029 0.5313

MA(1) -0.539294 0.039145 -13.77689 0.0000

MA(2) 0.195551 0.038854 5.032919 0.0000
Variance Equation

Alpha0 1.46E05 9.37E06 1.562432 0.1182

Alphal 0.080783 0.018610 4.340865 0.0000

Betal 0.904442 0.021236 4258912 0.0000

Se 0.030005

RBS 0.273955

DW 2.093369

LL 1439.828

SIC -4.246071

LiBQ(10) 12.232 (0.141)

LiBQS(10) 2.4272 (0.965)

SK(eh) 0.063417

KU (eh) 3.571864

ARCH TEST F-

STATISTIC 0.257188 (0.6122)
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Table 5.10 Output for ARMA(1,2EGARCH(1,1) model for the trading line of

Mediterranean

Dependent Variable Mediterranean
E-GARCH(1,1)estimation with Student

Variable gggfrﬁgt:r?t Standard Error  z-statistic P-value

C -0.004462 0.001642 -2.717166 0.0066

AR(1) 0.806587 0.059272 13.60822 0.0000

MA(1) -0.646493 0.078919 -8.191873 0.0000
Variance Equation

C(1) -0.240771 0.081540 -2.952794 0.0031

C(2) 0.235252 0.045395 5.195589 0.0000

C(3) -0.110727 0.033425 -3.312723 0.0009

C4) 0.982024 0.009629 102.6058 0.0000

T-DIST. DOF 4.034863 0.597019 6.758344 0.000

Se 0.040797

RBS 0.023749

DW 1.844070

LL 1405.132

SIC -4,161089

LiBQ(10) 7.1211 (0.310)

LiBQS(10) 1.6272 (0.898)

SK(eh) 1.525559

KU (eh) 16.84989

ARCH TEST F-

STATISTIC 0.077979 (0.78)

Table 5.11 Output for ARMA(1,0EGARCH(1,1) model for the trading line ®America

Dependent Variable South America
EGARCH(1,1) estimation with Studerit

Variable gggfrpic?ifr?t Standard Error z-statistic ~ P-value

C -0.001145 0.000919 -1.246420 0.2126

AR(1) -0.205349 0.042236 -4.861936 0.0000
Variance Equation

C() -1.360793 0.307950 -4.418874 0.0000

C(2 0.566369 0.096326 5.879688 0.0000

C(3) -0.032737 0.056832 -0.576023 0.5646

C(4) 0.850912 0.041982 20.26865 0.0000

T-DIST. DOF 3.825930 0.563252 6.792568 0.0000

Se 0.044640

RBS 0.002173

DW 1.822147

LL 1254.748

SIC -3.733410

LiBQ(10) 2.0762 (0.990)

LiBQS(10) 2.5723 (0.979)

SK(eh) -1.087618

KU (eh) 11.21496

ARCH TEST F-

STATISTIC 0.227690 (0.633)
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Table 5.12 Output for ARMA(1,6EGARCH(1,1) model for the trading line of WAEica

Dependent Variable W/E Africa
EGARCH(1,1) estimation with Studerit
Variable gsgfrzgt::t Standard Error  z-statistic P-value
C -0.000891 0.000520 -1.714109 0.0865
AR(1) -0.201572 0.030562 -6.595450 0.0000
Variance Equation
C(1) -0.197352 0.049638 -3.975806 0.0001
C(2) 0.318371 0.078501 4.055614 0.0001
C(3) -0.071385 0.040726 -1.752782 0.0796
C(4) 0.996469 0.005976 166.6991 0.0000
T-DIST. DOF 2.536119 0.272173 9.318034 0.0000
Se 0.045950
RBS 0.080811
DW 2.165992
LL 1386.012
SIC -4.131180
LiBQ(10) 8.4415 (0.490)
LjBQS(10) 1.5960 (0.996)
SK(eh) -1.946457
KU (eh) 31.32184
ARCH TEST F-
STATISTIC 0.107868 (0.7427)
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5.13 Output analysis

As reported, when the residualgere examinedor heteroscedasticity by
ARCH-LM test, the test provided strong evidence for ARCH effects in the mean
equationand therefore GARCHamily models were applieid deal with this problem.

The models were estimakeising the maximum likelihood method. The log likelihood

function was maximized using Marquardt ds

optimal parameter§.able 5.13summarizes the results.

Table 5.13 Summary of the estimated models for the C&fits trading lines

Selected ARMA-GARCH Model Distribution
Composite Index (CCFl) ARMA(1,2)- GARCH(1,1) Student's T
Korea ARMA(0,1)-GARCH(1,1) Student's T
North America West Coast ARMA(1,0)- GARCH(1,1) Student's T
North America East Coast ARMA(2,1)- GARCH(1,1) Student's T
Hong-Kong ARMA(0,1)- GARCH(1,1) Student's T
South/East Asia ARMA(0,2)- GARCH(1,1) Student's T
Japan ARMA(1,1)- GARCH(1,2) GED
Meditterranean ARMA(1,1)-EGARCH(1,1) Student's T
West/East Africa ARMA(1,0)-EGARCH(1,1) Student's T
South America ARMA(1,0)-EGARCH(1,1) Student's T
Europe ARMA(1,1)- EGARCH(1,1) Student's T

1 GARCH(1,1) model

The first category consists of the Compositdex Korea, NAWC, NAEC,
Hong Kong and Southeast Asia trading lines whose conditional variance can be
modelled by GARCH (1,1). The coefficierd$phaO (constantjalphal (ARCH term)
andbetal(GARCH term) are highlsignificant and the nomegativity condition is
satisfied.This indicateghat lagged conditional variance and squared residuals have an
impact on the conditional variance. In other words, the news fn@wious periods
about volatility has explanatory power on current volatility. The sum of the persistence
coefficients (Alphal, Betal) is less than one whihrequiredfor stationarityin
variance Misspecification tests indicate that despite the adoptf the Student
distribution this formulation still suffers from skewness and excess kurtosis. Finally,
the LjBox Q statistics of standardized residuals confirms that the mean equations of the
models presented above are adequate. Both the LjBoxQ sfjtlezed standardized

residuals and the ARGHM test confirm that the variance equations are adequate too.
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1 GARCH(1,2) model
The second category consists solefylapan route which care modelledby
GARCH (1,2) model. Althougilpha2term is negative, the model is still adequate as
it satisfies the conditions mentioned by Xekalakid Degiannakis (2010Finally,
misspecification tests indicate that both the mean equation and the variance equation
are adequate in describing the lindapendence in the return and volatility series.

f E-GARCH(1,1) model

The third category consists of Europe, Mediterranean, South America and W/E
Africa trading lines that cabe modelledy the asymmetrical i SARCH (1,1) model.
The outputs indicate thatl #he coefficients are statistically significant except from the
case of S. America where tleefficientof the asymmetric volatility response is not
statistically different from zero. In the rest of the modéte parameter of the
asymmetric volatilityesponse ((3)) is negative and significant indicating that positive
shocks generate less volatility than negative shocks. Imibdie| no restrictions were
set for the coefficients as it models then?. The LjBox Q statistics indicates the
absence of tentbrder serial correlation as well as hRCH-LM test does not exhibit
additional ARCH effects. The models seem to be adequate in describing the linear

dependence in the return and volatility series.

5.14 Volatility Comparison Through Conditional Coefficient of Variation

After modelling conditional variance of each route through ARBMARCH
process, the timearying standard deviation was extracted in order to compare the
degree of variation among the trading lines. Since in dynamic portfolio formation both
the risk and theeturns are considered, Conditional Coefficient of Variation (CCV) was
defined as a volatility measure. CCV was calculated as conditional standard deviation
over absolute actual returns. The CV allows determining how much volatility, or risk,
you are assuing in comparison to the amount of return you can expect from the
investment. The lower this ratio, the better the -rigkirn tradeoff. Finally, after
computing themeanCCV of all the CCFI routes and performing statistical tests we
could confidently suport which route is more volatiléd descriptive statistics based
on the CCV willbe initially presentedh Table 5.14.
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Table 514: Conditional Coefficient of Variation for the CCFI and its trading lines

CCFI Amlt\al;)i;t:EC Europe Hong Kong Japan Korea
Mean 4,945 6,823 5,302 4,769 8,747 5,283
Median 2,887 2,906 1,760 1,461 3,810 1,584
Maximum 56,017 142,877 141,034 260,494 320,961 225,236
Minimum 1,482 1,217 0,092 0,224 2,227 0,207
Std. Dev. 6,396 14,318 12,220 15,848 23,268 17,239
North
Medit/nean SOUFh S/E AsiaWest Africa America
America
WC
Mean 5,8875 6,5508 45791 8,1010 6,9501
Median 1,7155 1,8803 1,4090 2,7058 3,0040
Maximum  246,3693  790,1173 248,3865 409,6435 188,6604
Minimum 0,1039 0,0659 0,2238 0,0937 1,1757
Std. Dev. 18,1637 18,1637 15,0224 23,4155 15,7326
514. 1 Parametric testsod6 procedure

On a descriptive statistics basis, the route of Japan has the higher mean

conditional coefficient of variation (CCV), implying thlas alsdhe higher volatility

onits freight rate returns. However, timgeanvalue is only a point estimation based on

a sample of timeeries data. Therefore, any sample differences among mean values of

CCV©bs

donot

rstatistieas Sgaificand i mpéyences of

valuesmeaninghat there is indeed higheolatility for one route compared toother

route Formal statistical inference shoud@ conductedn order to appropriately test

whether any sample differences antuallystatistically significant.

Taking the mean value of CCVs as appropriate treedsurevertimein order

to compare freight returns volatility among routes, and notinj 8 H

the

populations mean CCVs, the relevant hypotheses should be stated as follows:

Ho: e1=€2= é&%0

Hi: one mean value is different compared to others
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As CCVs data have come from tirgeries data, they are supposed to have some
correlations with each other. Therefore, we have to treat these measured as dependent
and, thus, 2vay ANOVA without interactia is the appropriate parametric test. Results

are presenteith Table 515

Table 5.15: 2-Way ANOVA without interaction for mean CCVs comparisons among foutes
the CCFI.

Variance Source SS d.f MS F P-value
Rows 256.095,78 665 385,11 0,962 0,73
Columns (CCV) 11.780,49 9 1.308,94 3,27  0,0004
Error 2.394.733,57 5985 400,12
Total 2.662.609,84 6659

* Significantat 1% level

F-statistic for rows is not so high in 5% levek{plue > 0.05), implying that
there is no difference among the row m&@V over time. However, Btatistic for
columns is high enough even in 1% levelvglue < 0.01) implying that mean CCVs
are not all gual for all routes. Therefore, it can be inferred that freight returns volatility

is not the same for all routes, measured by the mean CCV.

Thi s i nference, however, doesnodt neces

statistically different volatility comparedo volatilities of all other routes. This
inference implies that at least one route has statistically different volatility compared to
others. In order to infer which route has statistically different volatility compared to
other, poshoc’ tests should beonducted comparing two routes mean CCV every
time. Given that data have already considered as dependent measures, pasivise t

the appropriate parametric test in this case.

As there are 10 routes to compare each other, there are 45 pairs $telte te
This number is really large. An idéa orderto reduce the number of tess$ to rank,
first, the 10 routes according to sample mean CCV and, then, to test whether there are
any statistical differenabetween the first and second, then, betweers¢lcend and
the third and so ol.he ranking based on mean CC\piesented iTable 5.16

17 Posthoc analysis (from Latiposthocfia f t er t hi 8ng the datafdr pattesns thewvere netsspecified a priori. Pelsbc analysis is required
procedure without which multivariate hypothesis testing would greatly suffer, rendering the chances of discoveringtifiedseupasiceptably high.
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Therefore, first mean CCV of Japan route is statistically compared to mean CCV
of W/E Africaroute. Then mean CCdf W/E Africaroute is statistically compared to
mean CCWorth America WQoute. It should & noted that if no statisticdlfference
is found in one pair, then similar testreconducted between pajttil a significant
differenceis found. For example, if no statical difference between Japan amiE
Africa mean CCV is found, then a pairwiseest will be conducted between mean CCV

of Japan antNorth America WCand so on.

Table 516: Mean CCV per Router CCFI

Route Mean CCV
Japan 8,75
West/East Africa 8,10
North America West Coast 6,99
North America East Coast 6,84
South America 6,55
Meditterranean 5,88
Europe 5,30
Korea 5,28
Hong-Kong 4,71
South/East Asia 455

Results of all pairwisetiest are presented Trable 5.17 It should be noted that
the test is conducted as etadled test, in a sense that we care to test whether freight
rate returns volatility is statistically higher for one route compared to armwtker

Table 5.17:Pairwise ttests for mean CV between routes-ftatistics)for CCFlI

West/East Nprth North America  South Hong-  South/East
Afiica America West East Coast  America Med/nean Europe Korea Kong Asia
Coast
Japan 0,508 1,69**
West/East Africa - 1,05 119 0,96 1,91+
North America West Coast - 014 0,26 1,11 2,13*
North America East Coast - 0,18 1,05 2,09%*
South America - 0,44 0,88 085 1,37*
Meditterranean - 0,71 062 131*
Europe - 0,02 0,72 0,97
Korea - 0,55 0,88
Hong-Kong - 0,25

** * indicate significance at 5% and 10% level respectively

Japan route freight rate volatility returns is statistically higher in 5%, compared
to North AmericaWC volatility and, consequently, to other routes which are found

lower volatility. West/East Africa route volatility is statisticatygher in 5%, compared
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to Mediterranean routeNorth America WC andNorth America EQroutes volatilities
are higher in 5% aopared toEuroperoute volatility and, consequently, &l other
routes which are found lower volatilitySouth Americaand Mediterranean routes
volatility are statistically higher in 5%vel compared tdHongKong route volatility
and, consequently, too8th-East Asia route volatility. FinallylEurope,Korea and
HongKong werenot found to have statistidglhigher volatility compared to South
East Asia route volatility.

These pairwise-tess reveal actually, some clusters of routes that their freight
rate returns perform higher or lower volatility. The more the black the color of the route

the higher the volatility is found. These results are presengdlite 5. 8.

Table 5.18: Volatility Ranking per Routior CCFI

Route Mean CCV

Europe 5,30
Korea 5,28
Hong-Kong 4,71
South/East Asia 4,55

Another testthat wasconductedin order toexamine freight rate returns
volatility in each route is to compare volatiliy each routgbased on mean CCWijth
thatof CCFI, in a sense that this index represents an aggregate level of all routes indices.
Again due to timeseries mode of data, pairwis¢ests wereconsideredas themost
appropriate technique. Results are presentdalme 5.19.
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Table 5.19: Volatility Comparison between Routes and CCFI

Route Mean CCV t-statistic
Japan 4,07***
West/East Africa 3,46%**
North America West Coast 3,08***
North America East Coast 3,09%+*
South America 655 1,18
Meditterranean 588 1,27
Europe 5,30 0,66
Korea 528 0,46
CCFI Composite Index 4,95 -
Hong-Kong 477 -0,26
South/East Asia 455 -0,61

*** Significant at 1% level

The high volatile routes like Japan, West Afridayth America WCand North
America ECQwerefound to havestatisticallyhigher mean volatility in 1% levép-value
< 0.01) compared to CCFimean volatility. Routes with lower volatility lik&outh
America, Mediterranean, Europe akdreawerefound to have no statistically higher
mean volatility compared to CCFRieanvolatility. Finally, Hong-KongandSouth East
Asia routes werefound to havestatistically lower mean volatility compared to CCFI

mean volatility.

5142Nonpar ametric testso6 procedure

Parametrigorocedure followed in the previous section, requires some specific
assumptions in order to run on a reliable way. One vital agsumig normality of
sample data or at least a large sample. Indeed, sample is quite large (N = 667) meaning
that Fstatistics and-statistics follow, at least approximately the relevant distribution
and, thus, parametric test conducting produced relrabldts.

However, another important issue is whether it is meaningful to consider the
average value of CCVs as a representatinasure of tendency. Actuallif, CCV
distribution is far from a symmetrical one, median level is considered as a better
measure of tendency and, thus, in order to compare volatilities of all,rvetetould
compare their median level of CCV. Indeed, there are some reasonable differences
between mean and median values for each route. Therefore, it seems that parametric

tegd may not produce reliablesultsand some relevant ngrarametric test shouloe
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conductednstead. Moreover, neparametric test will be useful in order to confirm and
enhance parametric test results.

First, Friedman test is conducted as the analogdast of 2Way ANOVA for
dependent measures. &guare statistic is high enough, even in 1% levelalpe <
0.01) implying that the null hypothesis of equal medians is rejected. Therefore, it is
meaningful to proceed to test median differences onahpascontext comparing two
samples each time. The ranking of each route is presented with criterion the median
value of CCV. Results are presented able 520.

Table 520: Routes Volatility Ranking According to Median CfoWCCFlI

Route Median CCV
Japan 3,81
North America West Coast 3,00
North America East Coast 2,91
West/East Africa 2,71
South America 1,89
Europe 1,74
Meditterranean 1,74
Korea 1,571
Hong-Kong 1,446
South/East Asia 1,41

Ranking using median CCV asterionis almost the same as the ranking using
mean CCV. OnlyWest East Africa routbaveslightly different ranking. This ranking
is a first note that results will be almost the same. Howewen;parametrigpairwise
test slould be conducted. The appropriate +p@mametric criterion is the Wilcoxon Z
test. Resultare presenteih theTable 521.

Table 5.2 NonParametricPairwise tests for median CCV between routestéfistics)

North America North America Wesl_‘JEast Sou?h Europe Med/nean Korea Hong-Kong Sé):stT/
West Coast  East Coast Africa America Asia

Japan 5,35 6,17+ 4,69%** 10,38**  10,39%** 10,47  12,48%* 137+ 14,12%+*
North America West Coast - 0,29 1,62 7,017 7140 6,85% 8,727+ 11,527 10,54*+*
North America East Coast - 1,08 6,41%* 7,617 7,06 8,834+ 10,71 10,62%+*
West/East Africa - 528** 5740 5 AGe 7,017 8,46 8,69%**
South America - 075 0,74 2,31 3810 3,44%*
Europe - 066 2,12% 3,390 3,06%**
Meditterranean - 2,2% 3,6 3,87
Korea - 1,12 2,01**
Hong-Kong - 0,17

*** Significant in 1% level* Significant in 5% level
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In mostpairs, the null hypothesis for equal medians is rejected ether in 1% or
in 5% level (pvalue < 0.01 or fvalue < 0.05).However, according tothe non
parametric testhe clusters are a bit different than in the paramptocedure Table

5.22summarizes the clusters associated.

Table 5.22 NonParametricRanking according to Wilcoxon Signed RankedftaSCCFI

Route Median CCV
Japan 3,81
North America West Coast 3,00
North America East Coast 2,91
West/East Africa 2,71
South America 1,88
Europe 1,76
Meditte rranean 1,74
Korea 1,57
Hong-Kong 1,44
South/ East Asia 141

Using the same Wilcoxon test procedure, it is also examined whether the median
level of CCFI volatility isstatistically different compared to median level of all routes

volatility. Results are presentedTiable 523.

Table 523: Volatility Comparison between CCFI and Rolité&/ilcoxon test

Route Median CCV  Z-Statistic

Japan 3,81 8,7+
North America West Coast 3,00 0,74
North America East Coast 2,91 0,55
CCFI Composite Index 2,88 -
West/East Africa 2,71 0,15
South America 1,88 6,88**
Europe 1,76 7,14%**
Meditterranean 1,72 6,94***
Korea 157 8,77
Hong-Kong 1,46 10,38***
South/ East Asia 141 10,79***

*** Significant in 1% levelZ statistic in absolute value

Thehighly volatile route like Japais found to have statistically higher median
volatility in 1% level (pvalue < 0.01) compared to CCFI median volatility. Routes with
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lower median volatility likeNorth America WC, North America EC and W/E Africa
are found & have no statistically higher median volatility compared to CCFI median
volatility. Finally, routes with even lower median volatility, likeouth America,
EuropeMediterraneanKorea, Hong Kong and South East Asia are found to have
statistically lower mei@n volatility compared to CCFI.

Summarizing, results of both parametric and -parametric test reveal a
ranking in freight rate returns volatility, based on mean or median CCV, where routes
in big seas likethe Pacific Ocean (Japan, North America WC,uoAmerica) or
Atlantic Ocean (West Africa, North America EC, South America) seem to perform
statistically higher volatility. On the contrary, volatility is statistically lower in routes
with not so big seas like Mediterranean or Europe and it is evigstistdly smaller in
regional seas like Korea, Hoipng and South East Asia.

5.2 Empirical Results for the Baltic Dry Index (BDI), Baltic Clean Tanker Index
(BDTI), Baltic Dirty Tanker Index (BDTI) and China Containerized Freight Index
(CCFI)

According to the second part of this thesis, the same procedure will be followed
in order to compare the volatility among CCFI, BDI, BCTI and BDTI. The analysis of
CCFlI has already been done in the previous section. The results are only presented for

comparison.

5.21 Procedure for model selectierthe mean equation

Autocorrelation and partial autocorrelation functions of BDI, BCTI and BDTI
are presented iAppendix 6 which suggest possible ARMA models for modeling the
mean equation. Based solely on the information criterion SIC, various ARMA (p,q)
models were fitted to the daily returns of the indices. The results, according to the

lowest value of SIC, are presentedi@ble 5.24:

Table 524 ARMA selection according to SHor the freight markets

Baltic Dry Index (BDI) ARMA(0,4)
Baltic Clean Tanker Index (BCTI) ARMA(1,1)
Baltic Dirty Tanker Index (BDTI) ARMA(1,1)
China Containerized Freight Index (CCFI) ARMA(1,1)
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5.22 Procedure for model selectiernhe variance equation

Appendix 7 presents the ACF and PACF of squared residuals of estimated
ARMA models. Again, joint specification of the conditional mean and conditional
variance take place as well as the estimation-GARCH (1,1) and TGARCH (1,1)
with Normal, Student and GED disibutions.Appendix 8 presents the resu)tss well
as Table 526 to Table 5.28 present the estimated outputs and the misspecification test

associated.

5.23 Output analysis
Table 525: Summary of the estimated models for the BDI, BCTI, BDTI and CCFlI

Selected ARMA-GARCH Models Distribution
Baltic Dry Index (BDI) ARMA(1,1)-GARCH(1,1) Student's T
Baltic Clean Tanker Index (BCTI) ARMA(1,1)-ARCH(1) Student's T
Baltic Dirty Tanker Index (BDTI) ARMA(3,0)- EGARCH (1,1) Student's T
China Containerized Freight Index (CCFl) ARMA(1,2)-GARCH(1,1) Student's T

GARCH(1,1) model

The first category consists of the BDI whose conditional variance can be
modelled by GARCH (1,1). The coefficients alplteonstant), alpha(ARCH term)
and beta (GARCH term) are highly significant and the moegativity condition is
saisfied. The sum of the persistence coefficients (AlpBata) is less than one which
is required for stationarity in variance. Finallije LjBox Q statistics of standardized
residuals confirms that the mean equation of the model is adequate. BojBak& L
of the squared standardized residuals and the ARKIHest confirm that the variance

eqguation is adequate too.

ARCH (1,1) model
The BCTI can be modell ed properly by
distribution. This indicates that only laggeguared innovations have an impact on the

conditional variance.

E-GARCH (1,1) model
The BDTI can be modelled properly by arRGARCH (1,1) model. All the

coefficients and C(3) which captures the asymmetni@slatility, are significant
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Table 526: Output for ARMA(1,H5ARCH(1,1) model for the BDI

Dependent Variable BDI
GARCH(1,1) estimation with Studerit

Variable gsgfr?i;t:r?t Standard Error  z-statistic  P-value
C 0.004264 0.004031 1.057894 0.2901
AR(1) 0.319983 0.060621 5.278379 0.0000
MA(1) 0.368879 0.059034 6.248618 0.0000

Variance Equation
Alpha0 0.000127 5.27E05 2.410872 0.0159
Alphal 0.132538 0.032108 4.127854 0.0000
Betal 0.844675 0.035365 23.88465 0.0000
T-DIST. DOF 9.181822 3.006865 3.053619 0.0023
Se 0.065339
RBS 0.333737
DW 2.099072
LL 966.9726
SIC -2.781003
LjiBQ(10) 4.0786 (0.666)
LjiBQS(10) 10.957 (0.204)
SK(eh) -0.096139
KU (eh) 4.050358
ARCH TEST F-
STATISTIC 0.003424 (0.9534)

Table 5.27: Output for ARMA(1,FARCH(1) model for the BCTI
Dependent Variable BCTI
ARCH(1) estimation with Studert

Variable gsgf?gteer?t Standard Error  z-statistic P-value
C -0.008920 0.002918 -3.056552  0.0022
AR(1) 0.471229 0.043414 10.85422 0.0000
MA(1) 0.305083 0.046680 6.355593 0.0000

Variance Equation
Alpha0 0.001026 0.000129 7.969547 0.0000
Alphal 0.493060 0.133060 3.705538 0.0002
T-DIST. DOF 3.886096 0.482801 8.049056 0.0000
Se 0.043507
RBS 0.273983
DW 2.355350
LL 1305.192
SIC -3.786834
LiBQ(10) 5.6763 (0.683)
LjiBQS(10) 1.6788 (0.989)
SK(eh) 0377776
KU (eh) 18.63016
ARCH TEST F-
STATISTIC 0.074734 (0.7846)
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Table 5.28: Output for ARMA(3,0E-GARCH(1,1) model for the BDTI

Dependent Variable BDTI
E-GARCH(1,1) estimation with Studerit

Variable gsgfr?i;t:r?t Standard Error  z-statistic  P-value
C 0.003242 0.002773 1.168888 0.2424
AR(1) 0.536921 0.031617 16.98222  0.0000
AR(2) -0.227294 0.035595 -6.385598 0.0000
AR(3) 0.086081 0.032610 2.639676  0.0083

Variance Equation
C() -0.138032 0.048616 -2.839229 0.0045
C(2) 0.113908 0.032828 3.469893  0.0005
C(3) 0.186527 0.034341 5.431679 0.0000
C(4) 0.990380 0.007217 137.2249  0.0000
T-DIST. DOF 4.176707 0.702265 5.947477  0.0000
Se 0.061949
RBS 0.224523
DW 1.995225
LL 1019.951
SIC -2.926503
LjiBQ(10) 9.1698 (0.241)
LjiBQS(10) 11.536 (0.117)
SK(eh) 0440234
KU (eh) 6.782580
ARCH TEST F-
STATISTIC 0.034390 (0.8529)

5.24 Volatility Comparisons Through Conditional Coefficient of Variation

A descriptive statistics based on the CCV of CCFI, BDI, BCTI and BDTI is initially
presented iTable 5.2.

Table 529: Conditional Coefficient of Variation for the CCFI, BDI, BCTI aBDTI.

CCFI BDI BDTI BCTI
Mean 4945 8,062 6363 5277
Median 2550 3,389 2880 2672
Maximum 56017 295247 239518 137671
Minimum 1482 2207 1,179 1407
Std. Dev. 6396 23369 15327 9596
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524. 1 Parametric testsod6 procedure
On a descriptive statistics basis, B2l index has the higher mean conditional
coefficient of variation (CCV), implying that has also the higher volatility on its freight
rate returns. However, this mean value is only a point estimation based on a sample of
time-series data. Therefore,anysaepldi f f er ences among mean val
necessary iIimply statistical significant di f
that there is indeed higher volatility for one index compareghtdherindex. Formal
statistical inference should bermucted in order to appropriately test whether any
sample differences are actually statistically significant.
Taking the mean value of CCVs as appropriate trend measure overtime in order
to compare freight returns volatility among indices, and noting H H the
popul ationsd mean CCVs, the relevant hypot |

HO: 3 3 ‘ ‘

Hi: one mean value is different compared to others

As CCVs data have come from tirseries data, they are supposed to have some
correlations with each other. Therefore, we have to treat these measured as dependent
and, thus, 2vay ANOVA without interaction is the appropriate parametric test. Results

are pesented imable 5.30:

Table 530: 2-Way ANOVA without interaction for mean CCVs comparisons among indices

Variance Source SS d.f MS F p-value
Rows (Items) 156.360,15 667 234,42 1,02 0,39
Columns (CCV) 4.198,57 3 1.39952 6,07 0,00
Error 460.934,70 2001 230,35
Total 621.493,42 2671

* Significantat 1% level
F-statistic for rows is not so high k0% level (pvalue > 010), implying that

there is no difference among the row me@&V over time. Fstatistic for columns is

high enoughn 1% level (pvalue <0.01) implying that mean CCVs areot equal for
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all indices. Therefore, it can be inferred that freight returns volatility may benaot t
same for all indices, measured by the mean CCV.
Thi s I nference,

statistically different volatility compared to volatilities of all other indices. This

however

doesnodt

inference implies that at least one index hasistically different volatility compared

to others. In order to infer which index has statistically different volatility compared to

other, poshoc tests should be conducted comparingihdiacesmean CCV every time.

Given that data have already consetbas dependent measures, pairwisst is the

appropriate parametric test in this cadeanCCVs are presented Fable 531.

Results of all pairwisetest are presented in tiable 532. It should be noted

that the test is conducted as da#ed test, in a sense that we care to test whether freight

rate returns volatility is statistically higher for one index compared to another one.

Table 531: MeanCCV per Index

Index Mean CCV
BDI 8,14
BDTI 6,35
BCTI 5,25
CCFI 4,95

Table 532: Pairwise ttests for mean CCV between indicestétistics)

BDTI BCTI CCFI
BDI 162 3,017 3,39
BDTI - 1,56* 2,21%
BCTI - 0,65

*xx *% * indicate significance at 1%, 5% and 10% respectively

BDI freight rate returns volatility is statistically higher in 1%, compared to

BCTI and CCFvolatility. BDTI returns volatilityis higher in10% compared to BCTI

and consequently to CCHkidex returns volatility.

These pairwisetests reveal, actually, some clusters of indices that their freight

rate returns perform higher or lower volatility. The more the black the color of the index

the higher the volatility is found. These results are presenteahile 533.
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Table 533: Volatility Ranking per Index

Mean CCV

BCTI 5,29
CCFI 4,99

5242Nonparametric testsoOo procedure

Parametric procedure followed in the previous section, requires some specific
assumptions in order to run on a reliable way. One vital assumption is normality of
sample data or at least a large sample. Indeed, sample is quite large (N = 668) meaning
that Fstatistics and-statistics follow, at least approximately the relevant distribution
and, thus, parametric test conducting produced reliable results.

However, another important issue is whether it is meaningful to consider the
average value of CCVs asrepresentative measure of tendency. ActyaflyCCV
distribution is far from a symmetrical one, median level is considered as a better
measure of tendency and, thus, in order to compare volatilitekiondices we should
comparetheir median level ofCCV between all indices. Indeed, there are some
reasonable differences between mean and median values for each index. Therefore, it
seems that parametric test mayt produce reliableesultsand some relevant nen
parametric test should be conducted irgtea

First, Friedman test is conducted as the analogdastfof 2Way ANOVA for
dependent measures. &guare statistic is high enough, even in 1% levelalpe <
0.01) implying that the null hypothesis of equal medians is rejected. Therefore, it is
meaningful to proceed to test median differences on alpmstontext comparing two
samples each time. The ranking of each index is presented with criterion the median

value of CCV. Results are presented able 5.34:

Table 534: Indices Volatility Ranking According to Median CCV

Index Median CCV
BD!I 3,39
BDTI 2,88
BCTI 2,66
CCFI 2,55
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Based on median CCVs, ranking remains the sarmvever, nomparametric
pairwise test should be conducted. The appropriatepaceimetric criterion is the
Wilcoxon Ztest. Results are presented in Tlable 535:

Table 535: Non-ParametricPairwise tests for median CCV between indicestéfistics)

BDTI BCTI  CCFI
BDI 6,82%% 10,45+ 12,35+
BDTI - 5,235+ 7,18+
BCTI ] 3,30%4

* ** Significant in 1% level

In all pairs, the null hypothesis for equal medians is rejected in 1% level (p
value < 0.01). Therefore, based on these results, itbeamferred that there are
statisticaly significant differences among median CCVs for all indices each other. This
means that, according to nparametric test, each index has statistically higher or
lower volatility compared to other indices volatility.

Summarizing, results of both parametric and -parametric testreveal a
ranking in freight rate returns volatility, based on mean or median CCV, \Rfre
index seem to perform statistically higher volatility. Volatility is statistically lower in
all other indices. More particularlgccording to pairwisetests BDTI index seems to
perform the second higher volatility, compare®B®T| andCCFIlindex,BCTI seems
to perform the third higher volatility and, finallgCFI index seems to perform the
lower volatility compared to all other indices.
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VI. Conclusion

In the first part of this thesisplatility comparison took place concerning freight
rate logreturns of certain CCFI routes. Volatility was measured by the conditional
coefficient of variation (CCV) which was calculated by dividing conditional standard
deviation over absolutactual retuns According to unit root tests, legturns for all
routes are stationary and, thus, ARMA model could be fitted in order to model properly
the conditional mean. Moreover, in order to matielconditional variance in a tirae
varying framework, ARCHGARCH models (and others related) were also fitted.
Applying SIC criterion, the best model for both conditional mean and conditional
variancewasselected.

After conditional variances estimatiomgere held conditional coefficients of
variationwereindirectly estimated. Using those estimations as proxy of volatility their
mean levelwas compared among routes. More particularly, estimated averages were
compared in a context of parametric tests and estimated median were compared in a
context of nomparametric tets. Comparisons togiklaceamong routes volatilities each
other and between each route volatility #melCCFI volatility. Moreover, comparisons
took place among several indices (CCFI, BDI, BDTI, and BCTI).

Results of both parametric and Rparametric tsts revealed some statistical
significant differences between mean levels of tiagying volatility among routes.
More particularly, volatilitywasfound statistically higher in route of Japan, compared
to all other routes. Then, routes of West AfrmadNorth America WCperformed
higher volatility compared to other routes. Routes MNerth America EC,South
America, and Mediterranean as well as Europe peddstightly lower volatility being
in the middle level. Then, routes like Korea and Hedftgng peformed much lower
volatility and, finally, SouthEast Asia route performede statistically lower volatility.

It should be mentioned that ngarametric tests produced more statistical
significant differences. This [secaus@onparametric tests tend produce less power
of test (i.e. higher probability of type II error), meaning that they tend to reject on a
more frequent basis. Therefore, we have to carefully interpret all statistically significant
differences. However, both parametric and -panaméric tests produced similar

volatilities ranking among routes.
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Results show that routes involving big seas, like Pacific and Atlantic oceans, were
found to perform the higher volatility in freight rate returns compared to volatility of
routes involving nbso big seas like Europe and Mediterranean. Moreover, routes
involving even smaller seas like Korea, Hakgng and SouttEast Asia were found
to perform even lower freight rate returns volatility. It seems that when a route involves
a big sea, then theege a lot of dangers arise. The most probable danger is the weather
conditionsthatexist in such big seas and maketrip more uncertain.

Another issue is trip distance. It seems that the longer the distance, the higher the
uncertainty is. This is whgoutes far from China, involving two big Oceans and seas in
Europe perform higher freight rate returns volatility and routes close to China, like
Korea, HongKong and SoutiEast Asia perform the lower freight rate volatility.

Concerning freight rate retos volatility comparison among indicebpth
parametricand non-parametridests revealed th&DI| performs the higher volatility.
Then, BDTI performs the second higher volatility, whBETI performs the third
higher volatility and, finally,CCFI performs the lower volatility compared to other
indices.

The resultsseem to be in accordante Kavussanos (1996) and Kavssnos
(2003) results, concerning BDTI and BCTI volatilitieesmparison, in a sengbat
BDTI wasfound to banore volatile comparkto BCTI. Actually, BDTI involves larger
ships compared to BCTI and it has been found that freights in larger ships are more
volatile compared to freights in smaller ones. Therefore, the vessels size explains BDTI
higher volatility over BCTI volatility.However results arenot in accordancewith
Angelidis and Skiadopoulos (2008) results, where BDTI volatility beefoundto be
higher compared to BDI volatilityn our research we found that Bi3Imore volatile
thanBDTI. Maybe this difference is due the fact that their research was conducted
before the financial crisis.

Finally, there is no previous research (
was ranked as the least volatile index. However, a possible explanation is that
containership market 1ot as attractive as dry bulk or tanker market and thus, it does
not have a significant trading volume that leads to lower freight rate volatility.

Therefore, it was found that volatility is higher in cases of larger vessels, of cargos
implied higher unertainty and involving longer routes passing from big seas. This is

actually normal, in a sense that the more the factors of uncertainty involved in a trip,
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the higher the freight rate returns volatility. This finding is fully consistent with
financial thery of risk, where the higher the risk, the higher the returns premium

associated.
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VII.  Appendices

Appendix 1: Graphical representation of Price and logturns for the CCFI and its
routes(20032016).
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