










 

1. Introduction 

The onslaught of information that technology has brought to our lives often makes us feel               

powerless and lost. And it can get worse when politics are the subject of interest. But, at the                  

same time, technology can provide a helping hand to put information into perspective and              

have an objective outlook on the status quo as well as the past of politics.  

In this project, as writings remain, we examined 4905 record files of the Hellenic Parliament               

sittings from 1989 up to 2017, which we gathered by crawling the website of the Hellenic                

Parliament. The initial size of the 4905 downloaded records was 3.18 GB. The number of               

unique parliament members that we examined from 1989 and onwards was 1491. The             

speeches we distinguished from the records and matched with their corresponding speakers            

were 999,399. These were grouped by speaker per sitting in 115,241 speeches.  

We, then, evaluated our dataset in regard to the readability of the speeches and the sentiments                

that characterize the interactions among the parliament members.  

For the readability evaluation of the speeches we utilized the SMOG Index formula. The              

application of the SMOG Index on the Greek language was a challenge, as it consists of a                 

topic not thoroughly examined, without ready-made tools for its implementation. Our           

findings showed a generalized decrease in the SMOG Index since the early 2000s. The              

downward trend is stronger for the political parties DIMAR and Golden Dawn, which show              

the lowest SMOG Index in the recent years during which they were elected. 

Concerning the sentiment analysis, we used two different Greek sentiment lexicons and            

evaluated the presence of a range of different sentiments. The sentiment ratings of our dataset               

are a result of direct calculations derived from the words constructing the speeches. Our              

results show that the speeches and discussions that take place in the Hellenic Parliament              

sittings are significantly characterized by the sentiment of surprise, followed closely by those             

of anger and disgust. The presence score of these sentiments lies around 3.5 in a scale from 0                  

to 5. Happiness and fear are represented with a score around 2. The sentiment score of                

sadness is the lowest with a value around 1. Furthermore, the percentage of positively              

charged words is slightly but steadily prevailing over the percentage of negatively charged             

words, especially in the last decade.  
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● The development of an efficient identification process of the corpus words with the             

words of the sentiment lexicons we used, customized to the specialized vocabulary of             

the Hellenic parliament. 

 

2. Sentiment Analysis 

2.1 Theoretical background 

Sentiment analysis is an interdisciplinary field that crosses natural language processing,           

artificial intelligence, and text mining. As most opinions are available in text, a format more               

easily processable than others, sentiment analysis is assumed to have emerged as a subfield of               

text mining [9]. Sentiment Analysis is the computational study of people’s opinions, attitudes             

and emotions toward an entity. The entity can represent individuals, events or topics [7]. It               

generally analyzes opinions of people expressed in text, aiming to classify its polarity as              

positive or negative. Due to its many aspects it is often referred to with different names such                 

as opinion mining, sentiment classification, subjectivity analysis, and sentiment extraction          

[8]. However, some researchers stated that there are slight differences among these notions             

[6].  

Sentiment analysis appeared in the literature in the 1990s. The rapid growth of the              

user-generated content represented in social media platforms, blogs, wikis and web forums            

have made it an increasingly popular research topic in Information Retrieval and web data              

analysis, especially after 2000 [8]. 

Sentiment analysis and opinion aggregation on large scale data can have a great impact and               

can provide a helpful insight in many different domains such as shopping, entertainment,             

politics, education, and marketing [9-12]. The targets of sentiment analysis usually include            

products, services, topics, and social issues [11-16].  

As sentiment analysis can be approached as a classification process, we can note three main               

classification levels:  
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● Document-level sentiment analysis: It considers the whole document a basic          

information unit talking about a topic and aims to classify it as having positive or               

negative sentiment towards the topic. 

● Sentence-level sentiment analysis: It considers each sentence as a basic information           

unit. Firstly, it identifies the sentence as subjective or objective. Then, if the sentence              

is subjective, it aims to classify it as having positive or negative sentiment.  

● Aspect-level sentiment analysis: It aims to classify the sentiment with respect to the             

specific aspects of entities. This presupposes the identification of the entities and their             

aspects. An example of different opinions for different aspects of the same entity             

could look like this ‘‘The thesis related work is not thoroughly examined, but the              

thesis results are very interesting’’ [6]. 

It is important to note here that there is no fundamental difference between document and               

sentence level classifications, as sentences can be seen as short documents [10]. 

 

2.2 Related Work 

Much of the existing research in sentiment analysis elaborates on two major topics: the              

features utilized to represent the unit of text [19] and the techniques chosen for the               

implementation of sentiment analysis [17].  

 

Sentiment Analysis Features 

Several classes of features have been applied in the literature, of which the following four               

categories stand out.  

● Semantic features​: These mainly include manually or semi-automatically generated         

sentiment lexicons of specific terms labeled as expressing positive or negative           

sentiment [13,19]. Other semantic attributes include contextual features representing         

the semantic orientation of surrounding text, which have been useful for sentence            

level sentiment classification [21]. 

● Syntactic features​: These mainly include word n-grams and part-of-speech n-grams          

(for example frequency of part-of-speech tags, [12, 17, 20]). Along with semantic            
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● Lexicon-Based Approaches 

The second class bases the evaluation of a text on a sentiment lexicon of              

opinion-related and usually manually defined positive or negative terms in an           

unsupervised way [4,5,13]. In this class, one can find two subcategories. The            

dictionary based approach, where the analysis is based on the use of an initial set of                

terms that are usually manually collected and annotated and the corpus-based           

approach, where the analysis is based on domain-related dictionaries. These          

dictionaries are generated from a set of terms that grows through the search of related               

words with statistical or semantic techniques [4]. 

 

A dictionary-based sentiment analysis methodology for the Greek language that          

significantly influenced our work is the one implemented in the paper “Sentiment            

Analysis of Greek Tweets and Hashtags using Sentiment Lexicon” (Mallis,          

Kalamatianos, Nikolaras, Symeonidis,2014) [2]. In that paper, a Greek sentiment          

lexicon was used [36] that included a list of Greek words and an arithmetic evaluation               

of 6 sentiments for each word, by 4 annotators. The results of the paper included a                

6-sentiment vector representation of each tweet and consequently of each hashtag           

examined. Each sentiment in the tweet vector was calculated by the quadratic mean of              

the sentiments of the lexicon words identified in the tweet. Accordingly, each            

sentiment in the hashtag vector was created by the quadratic mean for the sentiments              

of the tweets it was mentioned in. From this paper, we used the same Greek sentiment                

lexicon and the same mathematical equations for sentiment analysis. 

 

3. Speech Quality & Readability Formulas 

3.1 Theoretical Background 

Readability, as introduced in the context of readability formulas, is defined as the ease with               

which a reader can understand a written text. It is often confused with legibility, which               

concerns the presentation, such as font size and line length. George Klare [26] defines              

readability as “the ease of understanding or comprehension due to the style of writing.” This               
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3.2 Related Work 

There is a list of readability measures that have been invented and tested through the years,                

among which the most popular are the following: 

3.2.1 Flesch Reading Ease 

The one perhaps most responsible for spreading the importance of readability was Rudolf             

Flesch. In his dissertation, Flesch published his first readability formula for measuring adult             

reading material, that could increase readership by 40 to 60 percent.  

In 1948, he published a second formula with two parts. The first part, the Reading Ease                

formula, used only two variables, the number of syllables and the number of sentences for               

each 100-word sample. The reading ease is measured within a scale from 0 (difficult) to 100                

(easy). The second part of Flesch’s formula predicts human interest by counting the number              

of personal words (such as pronouns and names) and personal sentences (such as quotes,              

exclamations, and incomplete sentences). 

The formula for the updated Flesch Reading Ease score is: 

 

 

 

Flesch’s Reading Ease became one of the most popular, tested and reliable readability             

formulas [26]. In 1976, a study commissioned by the U.S. Navy modified the Reading Ease               

formula to produce a grade-level score. This popular formula is known as the ​Flesch-Kincaid              

formula​, the Flesch Grade-Scale formula or the Kincaid formula [25].  

 

 

 

The result is a number that corresponds with a U.S. grade level. 
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3.2.2 FOG index 

Robert Gunning in “The Technique of Clear Writing” [31] published his readability formula             

“Fog Index”, deriving from the concept of “fog” and unnecessary complexity he noticed in              

the newspapers and business texts. The Fig index requires a word sample of at least around                

100 words. The complete formula is:  

 

 

 

Where complex words = number of words of more than two syllables, while excluding from               

this list proper nouns, familiar jargon, or compound words. Common suffixes (such as -es,              

-ed, or -ing) should not be counted as a syllable. Concerning the results of the index, 5 means                  

the text is easy to read while 20 means it is very difficult. A commonly used guideline is that                   

the average 15-year-old can cope with texts with an index of 10 while the average level for                 

university students is 14-16 [32]. The Fog Index became popular because of its ease of use                

[25]. 

 

3.2.3 SMOG Index 

G. Harry McLaughlin published his SMOG formula in the belief that the word length and               

sentence length should be multiplied rather than added. By counting the number of words of               

more than two syllables in a sample text of 30 sentences, he provides this simple formula: 

 

 

 

The SMOG Index gives as output the U.S. grade level that a person must have reached in                 

order to fully understand a text. This simply means that the higher the SMOG Index, the more                 

difficult a text is to be understood.  
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Furthermore, measurements for texts of fewer than 30 sentences are statistically invalid,            

because the formula was normed on 30-sentence samples. For texts with more than 30              

sentences, the sample text of the 30 sentences will have to consist of 10 consecutive               

sentences near the beginning, 10 from the middle and 10 near the end of the initial text. As                  

sentence is counted any string of words ending with a period, question mark or exclamation               

point. It is also stated that “any string of letters or numerals beginning and ending with a                 

space or punctuation mark should be counted if you can distinguish at least three syllables               

when you read it aloud in context”. According to G. H. McLaughlin, the linguistic measures               

which have been found to have greatest predictive power are word and sentence length              

[25,27].  

 

3.2.4 Limitations 

Readability formulas have been created as an easy and fast means of evaluating the reading               

difficulty of a text. However, they have been a subject of thorough critique concerning the               

correctness of their criteria. For example, limiting the factors under consideration to the word              

and sentence length, leaves out the importance of proper grammar or meaning of content              

[34]. Furthermore, another common argument was that not all long words are hard and              

complex and not all short words are easy [25]. We should underline here that reading               

formulas were never proposed as the sole medium to evaluate the reading difficulty of a text.                

They work more like an indicator that can provide warnings. 

  

3.2.5 Applications in the Greek Language 

Most of the reading formulas, including the aforementioned indexes, were tested and            

validated in English texts, thus creating a probability of bias when applied in other languages.               

It is likely that natural variations among languages regarding the various predictors of reading              

difficulty (length of words, length of sentences) could lead to different regression equations             

[33]. Especially concerning the modern Greek language, the basic difference with the English             

language is that Greek words are on average longer, meaning that they have more syllables. 
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In the beginning of 1980s, Gagatsis was the first to deal with the readability of Greek texts,                 

studying the readability of the Mathematics school manuals. He adjusted the Flesch Reading             

Ease formula to the Greek language, based on the observation that Greek words are on               

average longer that the English or the French words. So he replaced the number “84.6” of the                 

formula that represented the average number of syllables per word with the number “59”. The               

new formula was remodeled as follows [35]:  

 

 

 

At the beginning of the first decade of the 21st century, a new software for evaluation of the                  

readability of Greek texts was created by the Center of the Greek Language, a research               

institute in Thessaloniki. The “grval 1.1” (from Greek evaluation) was based in adaptations in              

Modern Greek of the Flesch Reading Ease (average sentence length, average syllables per             

word), Flesch-Kincaid Grade Level, Flesch Fog Index (prefixes, suffixes) and SMOG           

(polysyllabic words). Unfortunately, we could not find an online working interface of the             

software or information on how all these formulas were adjusted to the Greek language. We               

also contacted the people responsible for the project, but they could not provide us with any                

information. 

 

4. Methodology 

4.1 Data Collection 

4.1.1 Parliament Records Retrieval 

For the retrieval of the parliament records and due to the absence of an API, we created a web                   

crawler named “web_crawler.py” for crawling the Hellenic Parliament website, that displays           

an online catalogue with all the parliament records and their information from 1989 up to               

today, as you can see in this page        

https://www.hellenicparliament.gr/Praktika/Synedriaseis-Olomeleias​. This catalogue is    
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4.1.2 Parliament Members Information Retrieval 

The website of the Hellenic Parliament displays a comprehensive list of all the 1787 members               

of the Hellenic Parliament from the “Restoration of Democracy” (Greek polity change) in             

1974 up to 2017. 

 

 

Figure 4: Screenshot of the Hellenic Parliament website listing of its members 

from 1974 until today 

 

By choosing a member from the list, the website displays an HTML table with information               

that includes the periods that the member served and for each period the geographical region,               

political party, a description and a date referring to the description. 

Due to the absence of an API for the retrieval of the members’ information, we created a web                  

crawler named “web_crawler_parliament_members.py”. 

To begin with, we obtained the content of the starting page​ that includes the drop down list 

http://www.hellenicparliament.gr/Vouleftes/Diatelesantes-Vouleftes-Apo-Ti-Metapolitefsi-O

s-Simera/  
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4.2 Data Preprocessing 

The largest part of the implementation of this project was dedicated to the preprocessing of               

our data. Below, we provide a detailed description on the challenges we faced and the steps                

we followed in order to deal with them. 

 

4.2.1 Members Data Cleaning 

The members’ data that we stored in the file “original_members_data.txt” needed further            

cleaning and re-formatting in order to be in a more useful format and to include only the data                  

we needed for extracting the desired results. An example of a row in the              

“original_members_data.txt” file is: 

 

“No:290,Name:Γιαννάκου - Κουτσίκου Παναγιώτη Μαριορή     

(Μαριέττα),Period:Η'(10/10/1993-24/08/1996),Date:10/10/1993,Administrative-Region:Α'Α

ΘΗΝΩΝ,Parliamentary-Party:ΝΕΑΔΗΜΟΚΡΑΤΙΑ,Description:Εκλογής” 

 

In this row we can see the counter, the name of the member, the period the person served                  

with exact dates of the period’s start and end date in parentheses, a date that refers to the                  

description that follows, the administrative region and party the person belonged to and the              

description.  

The date field falls within the date range of parliamentary period but refers to whatever the                

description field contains as an event. Usually the description field says "Elected" (in Greek              

“Εκλογής”). In this case the date field refers to the election day of the parliament member,                

which coincides with the beginning of the parliamentary period. In the case of someone’s              

resignation during a period, there are 2 entries for that person in the same period, one for their                  

election and one for their resignation, with difference only in the description and date fields.               

Furthermore, for the person that will replace the resigned member, there will be an entry               

where the date field will be the day the person started their parliamentary activity and the                

description will refer to the event of the resignation of the previous member and the               
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- We removed extra white spaces and we corrected any mistakes in the names of the               

members, for example a dash that we found was missing between two first names. 

- We extracted from each period the range of years it included and created different              

entries/rows in the output file for each year of a person. For example “ Period:               

Α'(17/11/1974-22/10/1977)” would include the years from 1974 up to 1977. 

- For each of these years we would have to keep only the years from 1989 and after, as                  

the record files we had at our disposal were from 1989 onwards. 

- We would have to reform the names of the political parties in a more comprehensible               

format. For example the party     

“ΑΝΕΞΑΡΤΗΤΟΙΕΛΛΗΝΕΣΕΘΝΙΚΗΠΑΤΡΙΩΤΙΚΗΔΗΜΟΚΡΑΤΙΚΗΣΥΜΜΑΧΙΑ” 

became “ανεξαρτητοι ελληνες εθνικη πατριωτικη δημοκρατικη συμμαχια” and the party          

“ΟΟ.ΕΟ” became “οικολογοι εναλλακτικοι (ομοσπονδια οικολογικων εναλλακτικων       

οργανωσεων)”. 

- Last but not least, we made sure to remove any duplicate lines. 

 

After this process, from the 1787 unique members that we had at our disposal, we kept                

information about 1491 unique members. While exploring our dataset of the parliament            

members, we found that from these 1491 unique members, the 1353 have been in only one                

political party throughout their career. 111 members have changed between two political            

parties, 22 members have moved between three political parties, 2 members have changed             

between four political parties and the remaining 3 members have just served as independent              

members outside a political party. 

 

4.2.2 Records Cleaning & Data Extraction 

To begin with, we converted all downloaded files to simple text file format and translated               

their file names from Greek to English. In order to do that, we created the python script                 

“file_converter.py” that reads all the files one by one from a directory and moves them to                

another directory renamed and converted to text.  
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The steps mentioned above are represented in the following figure, where F1 is each record               

file with the proceedings of that sitting and F2 is the file “members_data.txt” with the               

officially reported parliament members.  
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Figure 10: Process of matching the detected speaker of a record file with the official parliament 
member name 
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Some speakers in the records appear to have more than one first names or last names.                

Furthermore, the first name or nickname did not always precede the last name. This comes in                

contrast with the Jaro-Winkler distance, that takes into consideration the order of the             

characters in the strings being compared. 

To address this situation, we saved the official members’ names in the file             

“members_data.txt” with a structure that facilitated our task, so as to know exactly which              

is/are the first or last name(s) and nickname(s). Luckily, the official member names list              

included some nicknames. We also knew from the “members_data.txt” that the members            

have up to three first names and up to two last names. But, no member has three first names                   

and two last names at the same time. With this information, for each comparison of a detected                 

speaker with an official member’s name, we decided to try and construct all the possible               

ways a member could be referred to by transposing the words of the official member’s name                

in all the possible orders and by interchanging or combining names with nicknames. This              

gives us the opportunity to raise the accepted Jaro-Winkler distance limit to 0.95 and above,               

as we exhaust any possible word order in the names.  

Below we showcase an explanatory figure of the flow of comparisons. The abbreviation             

“(SN)”, that is included in the figure, represents each “Speaker Name” we detected in the               

records.  
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speech would be absent, each new speaker-speech would not be separated with the previous              

speaker-speech by a new line, capital case in speaker names would not be used and much                

more.  

Below you can see an example that comes in contrast with correctly formatted text in Figure                

9. In these cases, we performed manual corrections in the “tell_all.csv” file, as we could not                

implement an automated solution. Thus, we created the file         

“tell_all_manually_corrected.csv”, that is actually the “tell_all.csv” with manual corrections. 
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Figure 12: Screenshot of poorly formatted record for the sitting on June 2nd, 1992. 
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4.3 Analysis 

4.3.1 Introduction 

The analysis of our data included speech quality and sentiment evaluation and was             

implemented in two phases. 

Concerning the speech quality analysis, among the various readability formulas available, we            

selected the SMOG index, as it is considered to be the most widely used. However, as the                 

application of SMOG index on the Greek language lacks statistical validity, we will interpret              

the results comparatively, without matching them to prerequisite years of schooling [35].            

That is, a SMOG index x does not equal x years of schooling; but a SMOG index x > y still                     

indicates that the text with SMOG index y is more difficult to read than the text with SMOG                  

index y. 

Furthermore, we implemented sentiment analysis on the records of the Hellenic Parliament,            

with a fairly simple and efficient method. The sentiment ratings of our corpus are a result of                 

direct calculations derived from the words constructing the corpus, with the use of two              

sentiment lexicons.  

The calculation of the SMOG Index as well as the sentiment scores for each group of texts                 

we selected is implemented with the use of the quadratic mean, also known as root mean                

square. This type of mean gives a greater weight to larger items in the set and is always equal                   

to or greater than the arithmetic mean. 

 

The two phases of the analysis are the following: 

Phase 1: ​In order to efficiently process the data in the “tell_all_manually_corrected.csv” file,             

we created a new csv file “tell_all_speaker_per_sitting.csv” with the use of our script             

“group_speaker_per_sitting.py”. Based on the “tell_all_manually_corrected.csv” file, we       

grouped together the speeches of each person in each sitting. Each line on the              

“tell_all_speaker_per_sitting.csv” file has the following format: speaker full name, date,          

sitting number, party, all speeches of this speaker at that date and sitting concatenated. It was                
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important to group the speeches in a way that each entry of the csv file would include 30 or                   

more sentences, so that we can apply the SMOG Index calculations.  

Then, with the use of “the_analyst.py” script we calculated the speech quality and sentiment              

of each group of speeches and wrote the results in the new file             

“tell_all_speaker_per_sitting_analyzed.csv”, that has the following format in each line:         

speaker full name, date, sitting number, party, SMOG index of grouped speeches,            

6-sentiment vector of grouped speeches, number of positive words of grouped speeches,            

number of negative words of grouped speeches. As we can see, the “grouped speeches” part               

of each line was replaced with the corresponding metrics. 

Phase 2: ​In this phase, we calculated the quadratic average of SMOG indexes and sentiment               

vectors as well as the sums of positive and negative words, based on the results we were                 

interested in exporting, with the use of the script “analyst_final_results.py”. The speech            

quality and sentiment results concerned the evaluation of: 

- All parliament speeches throughout all times, as an average reference point.  

- All parliament speeches grouped at five-year intervals. 

- The speeches of each political party throughout all time. 

- The speeches of each political party grouped at five-year intervals. 

 

Below we provide further information on the aforementioned steps and the final results. 

 

4.3.2 SMOG Index Calculator for the Greek Language 

While there are some ready-made libraries for the calculation of the SMOG index for the               

English language, none of these, when applied on the Greek language, would give us correct               

results. Therefore, we created or own SMOG index calculator for the Greek language, that              

can be found as the method smog_index() in “the_analyst.py” script.  

In order to achieve the highest possible accuracy and take into account all the details of the                 

implementation, we firstly created our own SMOG index calculator for the English language             

and compared the results with the already existing libraries, so as to avoid important              
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4.3.3 Greek Lexicons for Sentiment Analysis 

As mentioned above, the sentiment evaluation of our data is based on two sentiment lexicons.               

We adjusted the lexicons based on our needs and implemented various methods for             

successfully matching the words of our corpus with the lexicon terms and keeping their              

sentiments, in an efficient way. 

 

Lexicon 1: Greek Sentiment Lexicon with 6 Sentiment Scores 

The first sentiment lexicon we used is a Greek sentiment lexicon that provides ratings for the                

sentiments of anger, disgust, fear, happiness, sadness and surprise. This lexicon was created             

with the support of the EC-funded FP7 Project SocialSensor, by Adam Tsakalidis            

(CERTH-ITI, now University of Warwick) in collaboration with Symeon Papadopoulos          

(CERTH-ITI) and with the contribution of Ourania Voskaki (Centre for Greek Language) and             

Kyriaki Ioannidou (Centre for Greek Language) and Christina Boididou (CERTH-ITI) [36]. 

The lexicon consists of 2,315 Greek terms. In the cases of adjectives, all three genders (male,                

female, neutral) are implied with the provision of the suffixes (-ος -η -ο). In some cases, the                 

terms refer to components of larger words. Those terms end with hyphen (-). 

For the annotation of the data and the provision of each sentiment score, four independent               

annotators/raters where used. As a result, the lexicon provides four different scores for each              

sentiment of each term. The possible score values are between 1 and 5. N/A (Not Applicable)                

value is used in cases that the annotator considers that no value is appropriate for the term or                  

in cases where he/she was not confident on the appropriate value. 

The dictionary also contained some linguistic information regarding the entries, as the part of              

speech, objectivity of each word as evaluated by each annotator and a field with comments               

that explain the use of the term. The above information is not taken into consideration in this                 

work.  

The sentiment lexicon had to be adjusted to the results we were aiming to obtain and to our                  

corpus. Thus, we created the “lexicon_adjuster_6sent.py” script that writes a new sentiment            

lexicon, namely “out_lexicon_6sent.csv”, based on the Greek Sentiment Lexicon. The string           
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“6sent” is an abbreviation of the “6 sentiments” that this lexicon provides information for.              

The script includes the following adjustments: 

● For each sentiment we computed the average score of the four annotators, while             

excluding the “N/A” values from our calculations. For example, in case the sentiment             

of happiness for a term had values: 1 , 3 , 5 and N/A, we compute the average by                   

adding the first three ratings and dividing by three. 

● We populated the lexicon by using the provided suffixes of genders, when available. 

● We cleaned entries from multiple whitespaces. 

● We removed duplicate entries. 

● We removed accents, in order to achieve the best match with the corpus words. 

● We removed the terms that refer to components of larger words and end with hyphen               

(-). 

● We removed the terms that had the value “N/A” in all their sentiment ratings. 

● We did not apply stemming in our corpus as well as the lexicon, because stemming               

the lexicon led to multiple identical entries with different scores. Specifically,           

applying stemming on the 2315 lexicon entries, resulted in 457 common entries. From             

now on we will refer to this lexicon as Lexicon 1. 

 

Lexicon 2: Greek Sentiment Lexicon with Positive & Negative Sentiment scores 

The second sentiment lexicon we used is a lexicon we created by combining words and their                

sentiment from two files. The two files were two separate lists of positive and negative Greek                

words [37], created under the “MultilingualSentiment” project of the Data Science Lab of the              

Stony Brook University of New York. This project includes international open source            

sentiment lexicons, licensed under the GNU General Public License.  

With the use of our “lexicon_adjuster_pos_neg.py” script, we created the file           

“out_lexicon_pos_neg.csv”. Each row in this file has one of the Greek terms found in the               

files and the symbol “+” or “-” depending on the file it came from. It includes 2701 Greek                  

terms, of which the 1066 are positive terms and the 1635 are negative terms. Accents have                

been removed from the terms of the final lexicon, in order to achieve higher matching scores                

during identification. From now on, we will refer to this lexicon as Lexicon 2. 
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4.3.4 Word Identification 

The identification of a corpus word with a lexicon term was a demanding and time               

consuming process, especially due to the size of the corpus and its specialized vocabulary. In               

order to achieve the most accurate matches in an efficient way, we utilized the following               

tools: 

● Our most important criterion for identifying the lexicon entries in the corpus was the              

Jaro-Winkler distance. We computed the Jaro-Winkler distance between each corpus          

word and lexicon term and accepted the matches with a distance equal to or above               

0.97. We did not limit the distance only to 1.0 (exact match), as we wanted to match                 

the words of our corpus that are in plural with the lexicon terms that are not available                 

in plural.  

 

● While exploring the parliament corpus, we noted that its specialized vocabulary posed            

a threat to the validity of our identification process with the use of Jaro-Winkler              

distance. For example, the word 'κύριε' (sir) which was the fourth most common word              

with 311,637 appearances would match the Lexicon 1 entry 'κυριευω' (capture). This            

and such other cases could easily affect the sentiment vectors. 

 

To address this issue, we aimed to manually check the matches of the 400 most               

common corpus words with the Lexicon 1 and Lexicon 2 entries. This procedure             

resulted in the creation of two files, one for each lexicon, with the manually accepted               

and rejected matches. So, during the identification process of a corpus word with each              

lexicon term we first check if this corpus word belongs to the top 400 most common                

words. If it does, we use the manually provided information and we do not look for a                 

match in the lexicon files. 

 

For implementing this approach, we created the “freq_counter.py” script that gives as            

an output the “word_frequencies.csv”. This file includes all the unique words of the             

parliament corpus and their frequencies, sorted with descending order. For this task,            

we removed any accented letters and some of the punctuation of the corpus. We did               
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trie. If so, we iterate through the trie sub-items of the first half word. If the length of                  

the trie sub-item is equal to or smaller than two times the length of the first-half word                 

plus four, only then do we calculate the Jaro-Winkler distance. That way we minimize              

the searching time and we avoid unnecessary calculations. 

 

4.3.5 Mathematical formula of Sentiment Evaluation 

In general, we represent the sentiment of each input text by one sentiment vector of 6                

sentiment components by Lexicon 1 and two indexes (positive and negative) by Lexicon 2.              

The evaluation is implemented in two phases, as mentioned in the section “4.3.1             

Introduction”. Below, we explain the mathematics we used for extracting the sentiment for             

each given text. 

In Phase 1, in the script “the_analyst.py”, we compute the sentiment metrics of each speech               

of the file “tell_all_speaker_per_sitting.csv” and we write the results in the file            

“tell_all_speaker_per_sitting_analyzed.csv”. To do so, we perform the following steps: 

1. For each word of a speech that matched a Lexicon 1 entry, we form one vector with 6                  

components, one for each examined sentiment from the Lexicon 1. We then have Ν vectors               

W​j​. 

 

 

 

where j = 1... N  and Ν is the number of Lexicon 1 entries identified in the text. 

 

2. We then form a 6 component vector T for the speech: 

 

 

 

of which, each component “t” is a result of the following quadratic mean formula: 
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4.3.6 Mathematical formula of Readability Evaluation 

The calculation of the SMOG Index is implemented in two phases, as mentioned in the               

section “4.3.1 Introduction”. Below, we explain the mathematics we used for extracting the             

SMOG Index of a given text. 

In Phase 1, in the script “the_analyst.py”, we compute the SMOG Index of each speech of the                 

file “tell_all_speaker_per_sitting.csv” and we write the results in the file          

“tell_all_speaker_per_sitting_analyzed.csv”. To do so, we use the SMOG formula already          

mentioned in section “3.2.3 SMOG Index”: 

 

 

 

In Phase 2, in the file “analyst_final_results.py”, we compute the quadratic mean of the              

selected SMOG Indexes. 

 

4.3.7 Summary of Analysis Implementation 

Phase 1: ​Summing up all the above preparation steps and the mentioned goals, we describe               

the steps we follow for the implementation of the speech quality and sentiment analysis of the                

file “tell_all_speaker_per_sitting.csv” with the use of “the_analyst.py” script. Figure 13          

below consists the graphical representation of the process. 

1. We load the “top400_6sent_manually_accepted.csv” file in the form of a python           

dictionary. This file refers to the manually accepted or rejected matches of the top 400               

words with the terms of Lexicon 1. 

2. We load the Lexicon 1 in a trie data structure. 

3. We load the “top400_pos_neg_manually_accepted.csv” file in the form of a python           

dictionary. This file refers to the manually accepted or rejected matches of the top 400               

words with the terms of Lexicon 2. 

4. We load the Lexicon 2 in a trie data structure. 

5. For each line in the “tell_all_speaker_per_sitting.csv”, we extract the speech part. 

49 









 

Phase 2: ​As mentioned above, in this phase, we calculate the quadratic average of SMOG               

indexes and sentiment vectors as well as the sums of positive and negative words, based on                

the results we were interested in exporting, with the use of the script             

“analyst_final_results.py”.  

We use python dataframes for efficiently extracting the speeches of specific dates and/or             

parties we are interested in and we write the results in the file “results.txt”. 

 

5. Results 

The results were produced by the scripts “smog_result_graphs.py”,        

“six_sentiments_result_graphs.py”, “pos_neg_result_graphs.py”. In these scripts we used the        

NumPy (​http://www.numpy.org​) and Matplotlib (​https://matplotlib.org​) python libraries. 

 

5.1 Speech quality results 

The figure below shows the average SMOG Index from 1989 until 2017. We implemented              

the SMOG Index calculations on speeches grouped as follows: 1989-1993, 1994-1998,           

1999-2003, 2004-2008, 2009-2013, 2014-2017. For the representation of the results in the            

form of a graph, we connected the middle year of each year-group with its average SMOG                

Index. These pairs are represented below as the dots on the blue line. The grey line represents                 

the all time average SMOG Index of the parliament records. As we can see, there is a great                  

decrease in the average SMOG index, and thus in the speech quality, of the parliament from                

the early 00s until 2017. 
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Figure 16: Average SMOG Index score of each political party during all years from 1979 until 2017 

 

5.2 Sentiment analysis results based on Lexicon 1 

The following figure represents the average sentiment score for six different sentiments,            

namely anger, disgust, fear, happiness, sadness and surprise, for the years 1989-2017. The             

sentiment scores can take values from 0 to 5. The sentiments with the higher score are                

surprise followed closely by anger and disgust. This means that the speeches and discussions              

that take place in parliament sittings are mainly characterized by these sentiments. The less              

common sentiment encountered is sadness. Happiness and fear fall in between the most             

common sentiments and sadness. The score of the sentiments is quite steady throughout the              

years.  
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5.3 Sentiment analysis results based on Lexicon 2 

The following figure represents the percentage of positive and negative words found in the              

records of the Hellenic Parliament from 1989 until 2017, based on Lexicon 2. The filled               

green and red lines show the percentage of positive and negative words accordingly, for the               

measurements have been taken for the following intervals: 1989-2003, 2004-2008,          

2009-2013, 2014-2017. In the figure, each interval is represented by a dot that connects the               

average percentage of positive or negative words with the middle year of that interval. The               

dashed faint green and red lines show the average percentage of all positive and negative               

words accordingly, throughout all times. As we can see, the positive words have a stronger               

presence than negative words during all the years that we examined. In recent years, the               

graph shows an increase in the percent number of positive words while the negative words               

remain around their average all-time percentage. This means that the speeches and            

discussions that take place in parliament sittings are more positively than negatively charged,             

especially in the last decade.  

 

 

Figure 20: Average percentage of positive and negative words in all the parliament records from 1989 
until 2017 
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6. Conclusion 

At this project, we scraped from the Hellenic Parliament website 4905 record files of the               

parliament sittings from 1989 up to 2017. We also collected information of all the parliament               

members from the “Restoration of Democracy” (Greek polity change) in 1974 up to today.              

We preprocessed our data and matched each speech in the records with the corresponding              

official name of the parliament member. Then, we evaluated our dataset in regard to the               

readability of the speeches and we performed lexicon-based sentiment analysis.  

Concerning the readability evaluation, we measured the readability and speech quality with            

the use of the SMOG Index formula. We created our own SMOG Index calculator for the                

Greek language. However, as the application of SMOG index on the Greek language lacks              

statistical validity, we interpreted the results comparatively, without matching them to           

prerequisite years of schooling. Our findings indicate an important drop on the average             

readability score of the parliament sitting records from 2003 up to 2017. The lowest speech               

quality is held by the political parties “Union of Centrists”, “Golden Dawn” and “ANEL -               

National Patriotic Democratic Alliance” (not to be confused with ANEL - Panos Kammenos             

political party). The highest speech quality is held by the political parties “Democratic Social              

Movement” (DIKKI), “Alternative Ecologists” and the “Coalition of the Left, of Movements            

and Ecology” (SYN). 

Concerning the sentiment analysis, we used two different Greek sentiment lexicons and            

evaluated the presence of a range of different sentiments. Specifically, the Lexicon 1             

provided ratings for the sentiments of anger, disgust, fear, happiness, sadness and surprise.             

Lexicon 2 provided a list of positive and negative words. The sentiment ratings of our dataset                

are a result of direct calculations derived from the words constructing the speeches. The              

results on Lexicon 1 suggest that the communication among parliament members throughout            

all times is characterized mainly by the feeling of surprise followed closely by anger and               

disgust. The less common sentiment encountered is sadness. Happiness and fear fall in             

between the most common sentiments and sadness. The score of the sentiments is quite              

steady throughout the years. The results on Lexicon 2 show a steady prevalence of positive               

over negative words throughout the years examined. 
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The main difficulties that we coped with during this project were the anarchic structure and               

the many mistakes in the parliament records as well as the very few tools available for                

readability and sentiment analysis on the Greek language. 

 

7. Future work 

There is so much more to be done with the dataset of the Hellenic Parliament records. One                 

important first step would be to adjust the SMOG Index formula to the Greek language and                

match the resulting scores with the years of Greek schooling needed in order for someone to                

understand a given Greek text. 

Concerning the field of sentiment analysis, we could utilize linguistic data such as part of               

speech tagging and, furthermore, implement hate speech detection and toxicity detection with            

the use of neural networks and deep learning. 

We could also mine the dataset in search of correlations such as that of the member’s age or                  

gender with the key subjects of their speech and their views on specific topics. Other               

interesting findings can include the identification of the topics that are discussed every year              

and the evolution of the discussions on each topic over the years. 

 

Source code availability  

The source code of the project is available on Bitbucket in the following link              

https://bitbucket.org/kdritsa/greekparliament/  
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