






















11 
 

mortgages, personal loans and credit cards. Despite this expansion into traditionally 

underserved markets, moral hazard rates are lower with credit scores because lenders 

can more proactively monitor risk and maintain it at more appropriate levels. 

 

Credit scoring plays a vital role in economic growth by helping expand access to credit 

markets, lowering the price of credit and reducing delinquencies and defaults. In the 

United States, credit scoring helps drive the American economy and makes credit 

affordable. For consumers, scoring is the key to homeownership and consumer credit. 

It increases competition among lenders, which drives down prices.  

 

Decisions can be made faster and cheaper and more consumers can be approved. It 

helps spread risk more so vital resources, such as insurance and mortgages, are priced 

more fairly. For businesses, especially small and medium-sized enterprises, credit 

scoring increases access to financial resources, reduces costs and helps manage risk. 

For the national economy, credit scoring helps smooth consumption during cyclical 

periods of unemployment and reduces the swings of the business cycle. By enabling 

loans and credit products to be bundled according to risk and sold as securitized 

derivatives, credit scoring connects consumers to secondary capital markets and 

increases the amount of capital that is available to be extended or invested in 

economic growth. (A. Abdou & Pointon, 2011) (Kern, 2017) 

 

2.4 Limitations of Credit Scoring 
 
Accuracy is a very important consideration in using credit scoring. Even if the lender 

can lower its costs of evaluating loan applications by using scoring, if the models are 

not accurate, these cost savings would be eaten away by poorly performing loans. The 

accuracy of a credit scoring system will depend on the care with which it is developed. 

The data on which the system is based need to be a rich sample of both well-

performing and poorly performing loans. The data should be up to date, and the 

models should be reestimated frequently to ensure that changes in the relationships 

between potential factors and loan performance are captured. If the bank using 

scoring increases its applicant pool by mass marketing, it must ensure that the new 

pool of applicants behaves similarly to the pool on which the model was built; 
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theoretical quantiles are the expected residuals/error which are distributed. To make 

a Q-Q plot this way, R has the special function. As the name implies, this function 

plots your sample against a normal distribution. We simply give the sample we want 

to plot as a first argument and add any graphical parameters you like. R then creates 

a sample with values coming from the standard normal distribution, or a normal 

distribution with a mean of zero and a standard deviation of one. With this second 

sample, R creates the Q-Q plot as explained before.  

 
The closer all points lie to the line, the closer the distribution of your sample comes 

to the normal distribution.  

Here, we could say that the distribution is not normal. The points does not 

approximate the straight line. The points are deviations which are a bit larger right in 

the edge. 

 
4.Distribution of Standardized Residuals 
 

 
Here, in this graph it becomes clearer the distribution which is skewed to the left. So, 

we can say easier that the Standardized Residuals are not normally distributed. 
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5. Residuals vs Fitted/ Residuals vs Leverage 

 

 
 

The red line in the first two plots has a strong curvy shape and it does not meet the 

Linearity Assumption.  The red line of the residual vs leverage plot is close to linearity. 

However, the shape seems to be somehow conic, thus we would say that the model is 

heteroscedastic. So, the assumptions are not met for fitting a Linear Regression 

Model. 

 

As part of regression diagnostics is also the evaluation of Collinearity. We use the 

function vif() via R .We intend to remove these variables which are more than 5. 

Threshold is from 5 to 10.  We take these values via R:  

  DuCrd  CrdAm  Age        AcBa       Purp PaStPrCrd ValSavSto  LenCurEmp  
1.955228 2.262017 1.308394 1.138452 1.072315 1.379162 1.09926 1.195133         

InPerCe SexMarSt Guara DurCurAddr MoValAvAs ConcurCrd    TypAp 
     
NoCrdBa 

1.310214 1.068769 1.074132 1.18242 1.391757 1.081218 1.313476 1.318022 
        

Occup NoDpnd Tlph FrgnWrkr     
1.33609 1.081393 1.276181 1.086762     

 
We see that these values are less than 5. So, we can safely conclude them. 
(Ching-Ti Liu, Jacqueline Milton, & Avery McIntosh, 2016), (Quick-R, n.d.), 
(University of Virginia Library, n.d.), (Hastie, Tibshirani, & Friedman, May, 2001), 
(Wooldridge, 2006). 
 



https://en.wikipedia.org/wiki/Variance
https://en.wikipedia.org/wiki/Errors_and_residuals_in_statistics
https://cran.r-project.org/web/packages/lmtest/index.html
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The summary output now reflects the correct SEs: 

 
Coefficients:    

 Estimate Std. Error t value Pr(>|t|) 

(Intercept) -5.147e-02 
1.538e-01 
 -0.346 0.729203 

DuCrd -4.396e-03 
1.661e-03 
 -2.962 0.003126 ** 

CrdAm -1.534e-05 8.077e-06 -2.251 0.024634 * 
Age  1.067e-03 1.345e-03  0.827 0.408229 
AcBa  9.879e-02 1.108e-02 9.100 < 2e-16  *** 
Purp  4.691e-03 5.121e-03 0.972 0.331492 
PaStPrCrd  6.566e-02 1.467e-02 4.733 2.54e-06 *** 
ValSavSto  3.424e-02 8.313e-03 4.032 5.95e-05 *** 
LenCurEmp                      2.482e-02 1.221e-02 2.144 0.032297 * 
InPerCe -4.707e-02 1.376e-02 -3.595 0.000341 *** 
SexMarSt  4.386e-02 1.973e-02 2.348 0.019091 * 
Guara  5.878e-02 2.909e-02 2.117 0.034487 * 
DurCurAddr                    -2.859e-03 1.290e-02 -0.227 0.820664 
MoValAvAs                    -3.250e-02 1.431e-02 -2.261 0.024003 * 
ConcurCrd  3.614e-02 2.066e-02 1.916 0.055607 . 
TypAp  4.988e-02 2.917e-02 1.803 0.071679 . 
NoCrdBa -4.226e-02 2.707e-02 -1.662 0.096907 . 
Occup  4.991e-03 2.377e-02 0.221 0.825502 
NoDpnd -2.930e-02 3.737e-02 -0.797 0.425529 
Tlph  5.102e-02 2.876e-02 1.733 0.083470 . 
FrgnWrkr  1.145e-01 5.699e-02 1.621 0.105444 
Residual standard error: 0.4045 on 979 degrees of freedom 
Multiple R-squared: 0.2374 
Adjusted R-squared:  0.2218 
F-statistic: 15.24 on 20 and 979 DF 
p-value:  < 2.2e-16 

 
 
 
 
 
 
 
 
 
 



https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Feature_(machine_learning)
https://en.wikipedia.org/wiki/Curse_of_dimensionality
https://en.wikipedia.org/wiki/Overfitting
https://en.wikipedia.org/wiki/Bias-variance_tradeoff
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Adjr2                                   Cp 

 
 
 

 
 
Bic 

 
(Hastie, Tibshirani, & Friedman, May, 2001), (Wooldridge, 2006) 

 

4.2 Forward Stepwise Selection  
 

Stepwise selection is a method that allows moves in either direction, dropping or 

adding variables at the various steps. Stepwise regression can be achieved either by 

trying out one independent variable at a time and including it in the regression model 

if it is statistically significant, or by including all potential independent variables in the 

model and eliminating those that are not statistically significant, or by a combination 

of both methods. Tests for significance are conducted via F-tests, t-tests, adjusted R 

squared, and a few other less common methods. The goal is to find a set of 

independent variables which significantly influence the dependent variable. 

Conducting these tests automatically can potentially save time for the individual. 

The highest Adjr2 has 16 
variables. 

The lowest Cp has 15 
variables. So, for this 
measure when we include 15 
variables, have the best 
model. 

For this measure, when we 
include 5 variables we have 
the best model.  
We have the lowest Bic 
when include 5 variables. 

https://www.investopedia.com/terms/s/statistically_significant.asp


https://gerardnico.com/data_mining/no_model
https://gerardnico.com/data_mining/rss
https://gerardnico.com/data_mining/rss
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The following plot can give a picture of the selected variables: 

 
Plot shows the selected variables for the best model through the Forward Stepwise Method 

 

 

To calculate the train and test means squared error we can use the linear regression 

model putting the 15 selected variables. We could also use another model for 

example a non-linear. Running R, we see that the Test MSE= 0.2221826 and Train 

MSE= 0.1510432. 

 

4.3 Backward Stepwise Selection 
 
Backward stepwise selection involves starting off in a backward approach and then 

potentially adding back variables if they later appear to be significant. The process is 

one of alternation between choosing the least significant variable to drop and then re-

considering all dropped variables (except the most recently dropped) for re-

introduction into the model. This means that two separate significance levels must be 

chosen for deletion from the model and for adding to the model. The second 

significance must be more stringent than the first. 

 

Namely, forward stepwise selection, it begins with the full least squares model 

containing all p predictors, and then iteratively removes the least useful predictor, 

one-at-a-time. To be able to perform backward selection, we need to be in a situation 

where we have more observations than variables because we can do least squares 

regression when n is greater than p. If p is greater than n, we cannot fit a least squares 

model. It's not even defined. 
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4.4 Cross Validation and Best Subset Selection Method 
 
Cross-validation is a technique to evaluate predictive models by partitioning the 

original sample into a training set to train the model, and a test set to evaluate it.  

In k-fold cross-validation, the original sample is randomly partitioned into k equal size 

subsamples.  

 

In this part, the sample is randomly partitioned into 10 equal size subsamples (k=10). 

Of the10 subsamples, a single subsample is retained as the validation data for testing 

the model, and the remaining 10-1 subsamples are used as training data. The cross-

validation process is then repeated 10 times (the folds), with each of the 10 

subsamples used exactly once as the validation data. The 10 results from the folds can 

then be averaged (or otherwise combined) to produce a single estimation. The 

advantage of this method is that all observations are used for both training and 

validation, and each observation is used for validation exactly once. 

Generally, cross-validation procedure is repeated n times, yielding n random 

partitions of the original sample.  

The n results are again averaged (or otherwise combined) to produce a single 

estimation. (James, Witten, Hastie, & Tibshirani, 2013), (Hastie, Tibshirani, & 

Friedman, May, 2001) 

 

4.4.1 Best Subset Selection Approach 
 
Having used cross validation (k=10), the Best Subset Selection method gives the 

following interesting plot: 

 

 







https://en.wikipedia.org/wiki/Robert_Tibshirani
https://en.wikipedia.org/wiki/Robert_Tibshirani
https://en.wikipedia.org/wiki/Stepwise_regression
https://en.wikipedia.org/wiki/Ridge_regression
https://en.wikipedia.org/wiki/Ridge_regression
https://en.wikipedia.org/wiki/Shrinkage_(statistics)
https://en.wikipedia.org/wiki/Regression_coefficients
https://en.wikipedia.org/wiki/Overfitting
https://en.wikipedia.org/wiki/Generalized_linear_model
https://en.wikipedia.org/wiki/Generalized_estimating_equation
https://en.wikipedia.org/wiki/Proportional_hazards_model
https://en.wikipedia.org/wiki/Proportional_hazards_model
https://en.wikipedia.org/wiki/M-estimator
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Class_(mathematics)
https://en.wikipedia.org/wiki/Extremum_estimator
https://en.wikipedia.org/wiki/Objective_function
https://en.wikipedia.org/wiki/Non-linear_least_squares
https://en.wikipedia.org/wiki/Maximum_likelihood_estimation
https://en.wikipedia.org/wiki/Robust_statistics
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4.7 Principal Component Regression 

 
In statistics, principal component regression is a regression analysis technique that is 

based on principal component analysis. Typically, it considers regressing 

the outcome on a set of covariates  based on a standard linear regression model. 

In PCR, instead of regressing the dependent variable on the explanatory variables 

directly, the principal components of the explanatory variables are used as regressors. 

One typically uses only a subset of all the principal components for regression, thus 

making PCR some kind of a regularized procedure. Often the principal components 

with higher variances are selected as regressors. However, for the purpose 

of predicting the outcome, the principal components with low variances may also be 

important, in some cases even more important.  

One major use of PCR lies in overcoming the multicollinearity problem which arises 

when two or more of the explanatory variables are close to being collinear. PCR can 

aptly deal with such situations by excluding some of the low-variance principal 

components in the regression step. In addition, by usually regressing on only a subset 

of all the principal components, PCR can result in dimension reduction through 

substantially lowering the effective number of parameters characterizing the 

underlying model. This can be particularly useful in settings with high-dimensional 

covariates. Also, through appropriate selection of the principal components to be 

used for regression, PCR can lead to efficient prediction of the outcome based on the 

assumed model. (James, Witten, Hastie, & Tibshirani, 2013) 

 

4.7.1 Principal Component Approach 

We use cross-validation: 

 

https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Principal_component_analysis
https://en.wikipedia.org/wiki/Dependent_and_independent_variables
https://en.wikipedia.org/wiki/Dependent_and_independent_variables
https://en.wikipedia.org/wiki/Linear_regression
https://en.wikipedia.org/wiki/Principal_component_analysis
https://en.wikipedia.org/wiki/Dependent_and_independent_variables
https://en.wikipedia.org/wiki/Regularization_(mathematics)
https://en.wikipedia.org/wiki/Variance
https://en.wikipedia.org/wiki/Prediction
https://en.wikipedia.org/wiki/Multicollinearity
https://en.wikipedia.org/wiki/Collinear
https://en.wikipedia.org/wiki/Dimensionality_reduction
https://en.wikipedia.org/wiki/High-dimensional_statistics
https://en.wikipedia.org/wiki/High-dimensional_statistics
https://en.wikipedia.org/wiki/Prediction
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From the above plot it is seen that the 15th component has the lowest MSE. It can 

also be seen from the table above, where the 15th component is 0.4218 and is the 

lowest. 

Now we use cross-validation on the train set and have the following plot:  

 

 

In the table as in the plot above, it seems that the 13th component has the lowest MSE. 

Hence, using 13 components, R gives that MSE= 0.1566044. 

 

All in all, we resulted in 0.1566044, because we took the lowest MSE into account. 

Of course, we should change the number of the 3components depending on the 

dimension and we could choose less than 13 or more. For example, if we are 

interested in almost 85% of X explained, then probably we will use 14 components.  

 

 

                                                             
3 Note: Each component is NOT a Variable, is some variance of 20 Variables. 



http://www.statsoft.com/textbook/multiple-regression/
http://www.statsoft.com/textbook/general-regression-models/
http://www.statsoft.com/textbook/statistics-glossary/i.aspx?button=i#Independent%20vs.%20Dependent%20Variables
http://www.statsoft.com/textbook/statistics-glossary/i.aspx?button=i#Independent%20vs.%20Dependent%20Variables
http://www.statsoft.com/textbook/discriminant-function-analysis/
http://www.statsoft.com/textbook/discriminant-function-analysis/
http://www.statsoft.com/textbook/canonical-analysis/
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underlying the Y and X variables are extracted from the Y'Y and X'X matrices, 

respectively, and never from cross-product matrices involving both 

the Y and X variables, and the number of prediction functions can never exceed the 

minimum of the number of Y variables and X variables. 

Partial Least Squares Regression extends multiple linear regression without imposing 

the restrictions employed by discriminant analysis, principal components 

regression, and canonical correlation. In partial least squares regression, prediction 

functions are represented by factors extracted from the Y'XX'Y matrix. The number 

of such prediction functions that can be extracted typically will exceed the maximum 

of the number of Y and X variables. 

In short, partial least squares regression is probably the least restrictive of the various 

multivariate extensions of the multiple linear regression model. This flexibility allows 

it to be used in situations where the use of traditional multivariate methods is severely 

limited, such as when there are fewer observations than predictor variables. 

Furthermore, partial least squares regression can be used as an exploratory analysis 

tool to select suitable predictor variables and to identify outliers before classical linear 

regression. (James, Witten, Hastie, & Tibshirani, 2013). 

 

4.8.1 Partial Least Squares Approach 
 
Here we also use cross-validation on the train set and have the following plot: 

 
The 2th component has the lowest MSE. It can also be seen from the table below as 

well as from the above plot that the 2th component is 0.426 and is the lowest.  

Hence, using 13 components, R gives that MSE= 0.1561894 
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Subset selection methods: 

 

Since all above mentioned subset selection methods have been explained, we have to 

decide which variables should be included in the model. Actually, there is not a 

specific answer. Each editor evaluates all results and decides according his estimation 

which variables will keep. Our goal is to get out the variables which we think as 

unnecessary. Initially, the first thought is to prefer the Subset Selection method which 

decreases the test MSE and as a result train MSE. However, in this case, the possibility 

of overfitting rises. Overfitting the model generally takes the form of making an overly 

complex model to explain idiosyncrasies in the data under study. In reality, the data 

often studied has some degree of error or random noise within it. Thus, we attempt 

to make the model conforms too closely to slightly inaccurate data which can infect 

the model with substantial errors and reduce its predictive power.  

 

So, we do not select  4Ridge Regression and Lasso because MSEs are low enough and 

we are skeptical about that. Additionally, Ridge Regression takes all variables into 

account and as a results MSE is very low. Regarding LASSO we could say that it is a 

method which rejects the insignificant variables and it keeps 16 variables. Although 

the MSE of this method is low enough, if we will try the 16 Variables using linear 

regression, it gives test MSE=0.235116 and train MSE=0.1691912 which are higher 

enough than BEST. PCR and PLS have almost the same train MSE, but a bit higher 

than Forward, Backward and Best. Forward has the same test MSE as Backward and 

they are slightly lower than BEST. In this way, we can choose any of the last tree 

methods because  they give the lowest test MSEs and the same variables as the most 

appropriate ones. 

 

Consequently, we select the 15 following Variables for our model: 

AcBa, DuCrd, PaStPrCrd, CrdAm, ValSavSto, LenCurEmp, InPerCe, SexMarSt, 

Guara, MoValAvAs, ConcurCrd, TypAp, NoCrdBa, Tlph, FrgnWrkr. 

 
 
                                                             

4 Note: Although we chose those variables which Forward, Backward and Best selection give, it would be also possible to 
used only Ridge and Lasso, that is 16 Variables, instead of examining the rest Subset Selection Methods mentioned above. 

 



https://en.wikipedia.org/wiki/Conditional_probability_distribution
https://en.wikipedia.org/wiki/Generative_model
https://en.wikipedia.org/wiki/Joint_distribution
https://en.wikipedia.org/wiki/Classification_(machine_learning)
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Unsupervised_learning
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Statistical_model
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Estimation_theory
https://en.wikipedia.org/wiki/Log-odds
https://en.wikipedia.org/wiki/Linear_function_(calculus)
https://en.wikipedia.org/wiki/Categorical_variable
https://en.wikipedia.org/wiki/Multinomial_logistic_regression
https://en.wikipedia.org/wiki/Multinomial_logistic_regression
https://en.wikipedia.org/wiki/Level_of_measurement#Ordinal_type
https://en.wikipedia.org/wiki/Ordinal_logistic_regression
https://en.wikipedia.org/wiki/Ordinal_logistic_regression
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2.Threshold 0.7: 
 
Train data: Test data:                             

                            
correct prediction: 0.703 correct prediction: 0.709 
error rate: 0.297 error rate: 0.291 
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6. Generative Model 
 
Generative modeling is the use of artificial intelligence, statistics and probability in 

applications to produce a representation or abstraction of observed phenomena or 

target variables that can be calculated from observations. Generative modeling is used 

in unsupervised machine learning as a means to describe phenomena in data, 

enabling computers to understand the real world. This artificial intelligence 

understanding can be used to predict all manner of probabilities on a subject from 

modeled data. An example of such model is the discriminant analysis model. 

 

6.1 Linear Discriminant Analysis 
 
Linear discriminant analysis (LDA), normal discriminant analysis or discriminant 

function analysis is a generalization of Fisher's linear discriminant, a method used  

in statistics, pattern recognition and machine learning to find a linear 

combination of features that characterizes or separates two or more classes of objects 

or events. The resulting combination may be used as a linear classifier, or, more 

commonly, for dimensionality reduction before later classification. 

 

LDA is closely related to analysis of variance (ANOVA) and regression analysis, 

which also attempt to express one dependent variable as a linear combination of other 

features or measurements. However, ANOVA uses categorical independent 

variables and a continuous dependent variable, whereas discriminant analysis has 

continuous independent variables and a categorical dependent variable. Logistic 

regression and probit regression are more similar to LDA than ANOVA is, as they 

also explain a categorical variable by the values of continuous independent variables. 

These other methods are preferable in applications where it is not reasonable to 

assume that the independent variables are normally distributed, which is a 

fundamental assumption of the LDA method. 

LDA is also closely related to principal component analysis (PCA) and factor 

analysis in that they both look for linear combinations of variables which best explain 

the data. LDA explicitly attempts to model the difference between the classes of data. 

PCA on the other hand does not take into account any difference in class, and factor 

https://whatis.techtarget.com/definition/variable
https://whatis.techtarget.com/definition/unsupervised-learning
https://searchenterpriseai.techtarget.com/definition/machine-learning-ML
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Pattern_recognition
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Linear_combination
https://en.wikipedia.org/wiki/Linear_combination
https://en.wikipedia.org/wiki/Features_(pattern_recognition)
https://en.wikipedia.org/wiki/Linear_classifier
https://en.wikipedia.org/wiki/Dimensionality_reduction
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Analysis_of_variance
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Dependent_variable
https://en.wikipedia.org/wiki/Categorical_variable
https://en.wikipedia.org/wiki/Independent_variables
https://en.wikipedia.org/wiki/Independent_variables
https://en.wikipedia.org/wiki/Continuous_variable
https://en.wikipedia.org/wiki/Dependent_variable
https://en.wikipedia.org/wiki/Independent_variables
https://en.wikipedia.org/wiki/Logistic_regression
https://en.wikipedia.org/wiki/Logistic_regression
https://en.wikipedia.org/wiki/Probit_regression
https://en.wikipedia.org/wiki/Principal_component_analysis
https://en.wikipedia.org/wiki/Factor_analysis
https://en.wikipedia.org/wiki/Factor_analysis


https://en.wikipedia.org/wiki/Cluster_analysis
https://en.wikipedia.org/wiki/Cluster_analysis






https://www.investopedia.com/terms/p/prior_probability.asp
https://www.investopedia.com/terms/b/bayes-theorem.asp


https://en.wikipedia.org/wiki/Linear_discriminant_analysis
https://en.wikipedia.org/wiki/Linear_discriminant_analysis
https://en.wikipedia.org/wiki/Normal_distribution
https://en.wikipedia.org/wiki/Covariance
https://en.wikipedia.org/wiki/Likelihood-ratio_test
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Yet, if we want to compare QDL with LDA we should show the table with test data 
which have the lowest error rate: 

  
 
So, the QDA prediction is 79% accurate. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

error rate=0.21 

correct prediction=0.79 
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8. Classification Methods 
 
Classification is a data mining task of predicting the value of a categorical variable by 

building a model based on one or more numerical and/or categorical variables 

(predictors or attributes). Data mining is a critical step in knowledge discovery 

involving theories, methodologies and tools for revealing patterns in data. It 

developed in fields other than statistics, e.g., machine learning and signal processing, 

are also introduced. Predicting a qualitative response for an observation can be 

referred to as classifying that observation, since it involves assigning the observation 

to a category, or class. Often the methods used for classification first predict the 

probability of each of the categories of a qualitative variable, as the basis for making 

the classification. In this sense they also behave like regression methods. 

 

We will examine the following classification methods: k-nearest neighbors, tree-

based methods: decision trees, random forest. 

 

8.1 K-Nearest Neighbors 
 
The KNN algorithm is a robust and versatile classifier that is often used as a 

benchmark for more complex classifiers such as Artificial Neural Networks (ANN) 

and Support Vector Machines (SVM). Despite its simplicity, KNN can outperform 

more powerful classifiers and is used in a variety of applications such as economic 

forecasting, data compression and genetics. 

 

As we mentioned k-nearest neighbors is a simple algorithm that stores all available 

cases and classifies new cases by a majority vote of its k neighbors. This algorithm 

segregates unlabeled data points into well-defined groups. Choosing the number of 

nearest neighbors i.e. determining the value of k plays a significant role in determining 

the efficacy of the model. Thus, selection of k will determine how well the data can 

be utilized to generalize the results of the k-NN algorithm. A large k value has benefits 

which include reducing the variance due to the noisy data; the side effect being 

developing a bias due to which the learner tends to ignore the smaller patterns which 

may have useful insights. 



https://en.wikipedia.org/wiki/Instance-based_learning
https://en.wikipedia.org/wiki/Lazy_learning
https://en.wikipedia.org/wiki/Lazy_learning
https://en.wikipedia.org/wiki/Nonparametric_statistics
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Numbers of Nodes: 
 

 
The histogram shows the distribution of number of nodes in each of those 500 

trees. The biggest Var is close to 115. There exist 115 trees which have 130-135 

nodes. The smallest Var is at the left side and there are almost 5 trees with 110-115 

nodes. 

 

Which variables play an important role in the model: 

 

 
The left graph indicates how worse the model performs without each variable. The 

first variable AcBa is on the top and CrdAm, DuCrd and PaStPrCrd have important 

contribution. The contribution of ValSavSto is the least and it equals 5. 
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The right graph measures how pure the nodes are at the end of the tree without each 

variable. (Nasa & Suman, 2012), (Yap, Ong, & Husain, Using data mining to improve 

assessment of credit worthiness via credit scoring models, 2011), (James, Witten, 

Hastie, & Tibshirani, 2013). 
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APPENDIX 
Page 16: 

 
 

Names of Variables 
Creditability Crdblt 
Account Balance AcBa 
Duration of Credit (month) DuCrd 
Payment Status of Previous Credit PaStPrCrd 
Purpose Purp 
Credit Amount CrdAm 
Value Savings/Stocks ValSavSto 
Length of current employment LenCurEmp 
Instalment per cent InPerCe 
Sex & Marital Status SexMarSt 
Guarantors Guara 
Duration in Current address DurCurAddr 
Most valuable available asset MoValAvAs 
Age (years) Age 
Concurrent Credits ConcurCrd 
Type of apartment TypAp 
No of Credits at this Bank NoCrdBa 
Occupation Occup 
No of dependents NoDpnd 
Telephone Tlph 
Foreign Worker FrgnWrkr 

 
 
 
Dataset: https://onlinecourses.science.psu.edu/stat857/node/222 
 
 
 
Page 16: 
 
 
 

Creditability    
Not credit 
worthy 0 300 30% 
Credit worthy 1 700 70% 

 

 
 

https://onlinecourses.science.psu.edu/stat857/node/222
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Sex & Marital Status    
male:divorced/living apart 1 50 5% 
male: single 2 310 31% 
male:married/widowed 3 548 54.8% 
female 4 92 9.2% 

 
Guarantors    
none 1 907 90.7% 
Co-Applicant 2 41 4.1% 
Guarantor 3 52 5.2% 

 
Duration in Current Address    
< 1 year 1 130 13% 
1 <= ... < 4 years 2 308 30.8% 
4 <= ... < 7 years 3 149 14.9% 
>= 7 years 4 413 41.3% 

 
Most Valuable Available Asset    
not available / no assets 1 282 28.2% 
Car / Other 2 232 23.2% 
Savings contract with a building society / 
Life insurance 3 332 33.2% 
Ownership of house or land 4 154 15.4% 

 
 

Concurrent Credits    
at other banks 1 139 13.9% 
at department store or mail 
order house 2 47 4.7% 
no further running credits 3 814 81.4% 

 
Type of Apartment    
free apartment 1 179 17.9% 
rented flat 2 714 71.4% 
owner-occupied flat 3 107 10.7% 

 
No of Credits at this Bank    
one 1 633 63.3% 
two or three 2 333 33.3% 
four or five 3 28 2.8% 
six or more 4 6 0.6% 

 
 
 
 
 



70 
 

Occupation    
unemployed / unskilled with no permanent 
residence 1 22 2.2% 
unskilled with permanent residence 2 200 20% 
skilled worker / skilled employee / minor civil 
servant 3 630 63% 
executive / self-employed / higher civil servant 4 148 14.8% 

 
No of Dependents    

3 and more 1 845 84.5% 
0 to 2 2 155 15.5% 

 
Telephone    
No 1 596 59.6% 
Yes 2 404 40.4% 

 
Foreign Worker    
No 1 936 93.6% 
Yes 2 37 3.7% 
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