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1. Introduction - Motivation 

The concept of informed trading is closely linked to the activity of speculators. 

Speculators utilize the information they possess, regarding the prospects of a firm, to 

profit from undertaking certain trading positions. Essentially, speculators trade 

because their beliefs about the intrinsic value of the asset differs from the observed 

market price. By buying underpriced or by selling overpriced securities, they profit 

from the convergence of a security‟s price towards its “fair” value. Speculators can be 

categorized in styles for formulating their views about a firm‟s security price as well 

as for translating their beliefs into certain trading strategies.  

On one hand, value traders evaluate all the available information so as to 

determine the fundamental value of an instrument, hence, assessing whether an 

instrument‟s market price properly reflects its intrinsic value. On the other hand, news 

traders focus on changes in the fundamental value of an instrument, should any news 

arise in the market. News traders consider that the current market prices represent all 

the available information in the market, but the news they observe. In order to be 

profitable, news traders have to respond much quicker to any public news relative to 

other traders. Finally, arbitrageurs search for discrepancies in the market prices of 

similar instruments, usually traded in different markets, which are driven by the same 

fundamental factors. In a sense, they exploit inefficiencies in the markets that can be 

attributed to  market frictions. In short, informed traders increase market efficiency by 

moving market prices towards equilibrium values, while uninformed traders (noise 

traders) trade for reasons that are exogenous to the fundamental value of the asset. 

In search of the fundamental value of an asset, all trading styles of informed 

trading are exposed to liquidity risk. Liquidity risk affects the capacity of traders in 
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executing their orders without affecting the quoted prices. In a sense, liquidity risk 

limits the arbitrage opportunities of informed traders. Liquidity risk can take the form 

of systematic liquidity that curtails the ability of all market participants to trade, or of 

idiosyncratic liquidity that affects the price of a particular asset. Systematic liquidity 

risk can arise from money market contagion or from an increase of counterparty risk. 

Whereas, idiosyncratic liquidity can stem from adverse selection risk or price 

uncertainty. So far, we have subtly touched on three distinct components that are 

expected to be priced in a firm‟s credit spreads. The first component regards the 

fundamental value of the asset, the second considers systematic liquidity conditions 

while the third pertains to the idiosyncratic liquidity of the asset.  

As far as the first component is concerned, it focuses on the information 

contained in a firm‟s financial statements
1
. Financial statements constitute the most 

typical source of information that is periodically available to all investors. Essentially, 

fundamental value strategies are motivated by the information residing in financial 

statements. However, while there is an entire industry
2
 dedicated to translating the 

wealth of information that is contained in the published financial reports of a 

company into some objective indication of its credit standing, the way by which this 

                                                           

1
 Income statement, cash flow statement and balance sheet. 

2
For example “Z-score” developed by Altman (1968), “O-score” proposed by Ohlson (1980), Credit 

Underlying Securities Pricing (CUSP) suggested by Credit Suisse, KMV (Kealhofer, McQuown and 

Vasicek) provided by Moody‟s and Credit-grades formed by S&P. With time the structure of these 

models evolved from simple linear regressions of financial ratios (Altman 1968, Ohlson 1980) to the 

proprietary models that nowadays rating agencies use, which may combine contingent claims analysis 

(KMV, Credit-grades) with different approaches to the country and business risk assessment as well as 

the use of specialized ratio definitions and adjustments. 
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information is absorbed by the credit markets is still unclear. To state it differently, 

credit picking, being the essence of value trading, remains a rather opaque process. At 

the same time, part of the information contained in the forthcoming financial 

statements, may be translated into fundamental value strategies before the 

announcement day by informed investors. In a sense, informed trading could facilitate 

the convergence between the fundamental value of an asset and its market price 

before the official release of financial statements.  

The second constituent concentrates on the impact of systematic liquidity on 

the formation of a firm‟s credit risk premium. The price of a security depends on the 

capacity of arbitrageurs to access the required capital so as to implement their 

strategies, which would drive market prices towards an equilibrium level. Hence, 

dislocation in the money or/and capital markets can lead to a severe disruption in the 

assets market. Indeed, the withdrawal of funding after the Lehman‟s collapse forced 

arbitrageurs to liquidate their positions, causing a steep drop in asset prices.  

As arbitrageurs ceased to provide liquidity and started to require liquidity from 

the market, the price of liquidity skyrocketed. Specifically, on 16 September 2008 the 

price for accessing the unsecured interbank market more than tripled
3
 to reach 6.4%. 

At the same time, repo haircuts for securities other than Treasuries soared from less 

than 1%, prior to Lehman‟s collapse, to 45% (Gorton and Metrick 2011). Elevated 

information asymmetry during that period hampered investors from identifying the 

credit risk of each market participant. Hence, they demanded a higher compensation 

for providing financing across counterparties, or at the extreme of adverse selection 

fears they became unwilling to lend at all. The substantial rise in the funding cost 

                                                           
3
 On 12 September 2008, unsecured interbank rates stood at 2.1%. 
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even for major investment banks curtailed their ability to draw short-term funding, so 

leading to a substantial increase in their distress risk as reflected in their CDS spreads.  

Rehypothecation lenders were deterred from rolling over their financing not 

only to arbitrageurs (hedge funds) but also to investment banks, since  their 

counterparties were more prone to failure and themselves lacked infrastructure to 

manage the risks arising from holding less liquid securities in their portfolios. 

Consequently, the capacity of investment banks to fund their own balance sheets as 

well as their clients was substantially diminished. Essentially, the clients of 

investment banks were compelled to deleverage in their portfolios, so further 

plummeting asset prices. In short, systematic liquidity risk enters the credit spread as 

an exogenous trading cost component that has to be priced. However, to what extent 

the corporate credit spreads encompass any systematic liquidity premiums arising 

from the conditions in the local or/and in the global markets, and whether these 

premiums are affected by changes in the credit standing of a firm‟s home country, 

remain pending issues not investigated until now.   

Information can be publicly available to everyone or solely held by privately 

informed investors. Public information is utilized by news traders, while private 

information is employed by value traders and arbitrageurs in setting up their trading 

strategies. Value traders are subject to the risk of being adverse selected by the dealer 

in case he believes that value traders hold valuable private information. That is, in 

implementing their strategies, value traders have to bear with any idiosyncratic 

liquidity cost components, which arise from adverse selection and/or asset price 

uncertainty. These surcharges required by the liquidity provider are endogenous, as 

they are subject both to the value of the asset and the counterparty participating in the 

trade.  
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In a sense, dealers‟ quote adjustment practices would shape the profits of 

value traders under the price discovery process, so giving rise to a two-fold question. 

The first part relates to whether dealers are right in classifying their clients into 

informed and uninformed, conditional on the excess returns that each investor 

category subsequently enjoys. A manifestation of the adverse selection cost 

component can be the premium that dealers surcharge on their informed clients. 

While the second part questions whether the quoting strategy followed by the dealers 

proves to be profitable for the dealers themselves. To state it differently, the extent 

that dealers may manage to front-run informed traders, so that they share part of the 

value traders‟ profits, is something that has not been studied as such yet.  

The credit risk markets offer us the opportunity to assess the importance of all 

those components and confirm the mechanism that underlies their formation. For this 

purpose, we pursue under this study a comprehensive investigation of the 

informational content and trading cost components of credit spreads. In doing so, we 

unfold our empirical research into three distinct, yet complementary, parts. That is, 

each section of the analysis concentrates on a different component of corporate credit 

spreads.  

Initially, we distinguish informed trading motivated by the financial statement 

announcement into different trading styles. To state it differently, we identify what are 

the useful pieces of information contained in a firm‟s financial statements that attract 

the attention of each trading style. Considering that arbitrage strategies between 

equity and CDS markets suggest that price discovery in the one market should affect 

prices in the other and vice versa, we examine the actual importance of the officially 

published accounting data for the value trader in the credit market. Essentially, the 

information available to CDS traders act as an upper informativeness bound in the 
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formation of credit spreads, whereas CDS spreads controlled for the information of 

equity traders provide the respective lower floor.  

Our results indicate that value traders are the main speculators in the CDS 

market, since we find fundamental analysis to be relevant for determining CDS spread 

changes. Whereas, news trading is only relevant for earnings and cash flow protection 

information around the announcement date window. Overall, financial ratios are 

statistically significant in the pricing of CDS spreads, even after controlling for the 

information already present in the equity market or the macroeconomic environment. 

This finding implies that part of the fundamental value information is discovered 

through alternative markets. Indeed, it might be that arbitrageurs profit by trading 

both in the equity and in the CDS markets.  

Changes in financial ratios are absorbed gradually by the CDS market, with a 

significant part already captured in a firm‟s CDS spread well before the 

announcement date. This part also reflects information that has already been 

disseminated in the market prior to the official release of financial statements (e.g. 

issuance of a new bond that leads to an increase in leverage). Furthermore, the CDS 

market appears to precede the equity market in assimilating certain financial ratios 

both before and after the announcement date of financial statements. Hence, it 

supports the preference of privately informed traders for the CDS market as well as 

the bridging role of arbitrageurs between the two markets. Our results also verify the 

asymmetrical impact of financial ratios on the market‟s perception of a company‟s 

credit risk, by identifying changes in the magnitude and in the statistical significance 

among the regressors that drive CDS widening vs. tightening. Finally, our findings 

suggest that value traders have already priced part of both the imminent negative and 

positive news related to a firm‟s leverage and liquidity before the announcement date. 
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Whereas, most of the good and bad news “surprises” regarding a firm‟s profitability 

are absorbed around the announcement date. 

For the second part of our empirical research we first establish whether 

systematic liquidity is priced in the corporate CDS spreads and then examine any 

differentiation in its impact across countries or/and sectors and ratings events. Our 

findings indicate an exogenous systematic liquidity cost component in corporate CDS 

spreads, since dealers that are exposed to funding risk via the money market channel 

price it into their quoted credit spreads. Regarding the country sensitivity analysis, we 

find that an increase in systematic liquidity risk in North America, as it is reflected in 

TED spread, tighten corporate CDS spreads outside North America. In a sense, our 

findings complement the literature that explores contagion effects among countries by 

identifying how increased systematic liquidity in the USA is translated into CDS 

returns for firms located outside the USA. 

On the other hand, we discover that a rise in the domestic systematic liquidity 

risk, as captured by the spread over GCRR
4
, widens local firms‟ CDS spreads. The 

sector analysis suggests that claims on financial firms, across all countries examined, 

are more vulnerable to systematic liquidity risk compared to non-financial firms. To 

sum up, the systematic liquidity premium is influenced by systematic liquidity risk 

conditions not only inside a firm‟s home country but also outside a firm‟s home 

country as well as by the sector that a firm belongs.    

Changes in the credit standing of the home country also affected the 

systematic liquidity cost components in the CDS spreads of its local firms. Our results 

indicate that when the issuer country was downgraded, an increase in TED spread 

                                                           
4
 GCRR stands for General Collateral Repo Rates. 
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exacerbated the widening of corporate CDS spreads. In a sense, our findings suggest 

increased vulnerability of the downgraded country to systematic shocks. Whereas, 

when a country‟s upgrade coincided with a rise in systematic liquidity risk outside the 

country, home firms‟ CDS spreads further tightened. In other words, country credit 

rating changes amplified the pricing impact of systematic liquidity on the CDS 

spreads of their local firms. 

Finally, we find some evidence that the CDS spreads of firms located in 

vulnerable economies with positive outlook changes, tightened due to “local” while 

widened due to “global” heightened systematic liquidity risk. That is, the precarious 

economic conditions in a country rendered its home firms more susceptible to 

negative global developments. Overall, our analysis suggests that the systematic 

liquidity cost component that value traders have to pay depends also on the credit 

standing changes of the country where a firm is located. 

In the third part of this study we examine whether the dealers‟ quote 

adjustment strategies vary across clients belonging to different investor categories. 

Our empirical evidence suggests that dealers pre-classify their clients into informed 

and uninformed based on their identities, giving rise to dealers‟ “prejudice” costs. 

That is, our analysis identifies an extra parameter that dealers consider in their quote 

setting process, other than the size, the direction and the sequence of the last few 

orders they fill according to market microstructure theory. In doing so, dealers update 

accordingly their expectations regarding the price of a security, and in a sense, try to 

share in the value traders profits. To state it differently, our findings suggests the 

presence of an endogenous cost component in a firm‟s credit spread, as traders are 

being overcharged by the liquidity provider (dealer). This finding is further 

substantiated by complementing our empirical conclusions with a theoretical model 
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that explicitly incorporates the investor category in the quote setting process adopted 

by the dealers as well as with a simulation exercise. The results of the simulation 

exercise suggest that the P&L generated for a dealer that uses our extended sequential 

trade model is significantly higher relative to the respective P&L that he would have 

enjoyed if he had employed the model of  Easley O‟Hara (1992). 

Considering that the excess returns enjoyed by each investor category have to 

be proportional to the level of the private information it possesses, we next find 

evidence that institutional investors do earn more often than not in the longer 

horizons, while retail investors do lose more often than not in the longer horizons. 

Hence, we assert that dealers are right in a-priory classifying institutional investors as 

value traders and retail investors as noise traders. The aforementioned pre-

classification proves also to be much more profitable for the dealers themselves, 

relative to a “naive” strategy that would uniformly classify all investors as 

uninformed. Essentially, dealers appear to “front-run” successfully value traders. Last 

but not least, our results imply that dealers, being the market makers, are most 

efficient as news-traders. Indeed, they are the ones benefiting more often than not in 

trades propelled by public information releases. Overall, our analysis suggests that 

value traders are the main type of speculators in the market, while news traders are the 

dealers.  

The findings of this empirical research can be translated into a series of 

important implications for various stakeholders. These include, among others, the 

following: 

1. Comprehensive models, which combine variables both from a firm‟s financial 

statements and from the equity market, are the ones used by speculators. 
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2. Default risk cannot all be inferred from the equity market. 

3. The identification of the asymmetric impact of factors that drive the narrowing 

vs. the widening of CDS spreads can help us make out the utility function of  

risk-averse participants. At the same time, it can facilitate market participants 

to better manage the risk of their positions as well as properly formulate their 

investments strategies. 

4. Systematic liquidity cannot be ignored in the pricing of credit risk, as it gives 

rise to significant cost components in corporate CDS spreads. 

5. The appropriateness of measures taken by the central banks in the USA and in 

Europe in supporting the financial system during the latest financial crisis is 

confirmed.  

6. Models analysing adverse selection risk or the quote-adjustment mechanism 

should take into account some sort of  counterparty “prejudice” from the point 

of view of the dealer. 
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2. Credit Risk Pricing 
 

 

2.1.  CDS market overview  

Following the advent of Credit Default Swaps (CDS) in 1994 by J.P. Morgan, 

the credit derivatives market have evolved both in traded volumes and in the range of 

available products. Apart from single-name CDS, the credit derivatives market also 

includes multi-name CDS such as CDS indices
5
, baskets of single name CDS and 

synthetic CDOs. Single-name CDS have become the most popular means of 

transferring credit risk between market participants. However, the outstanding 

volumes have collapsed in 2014 to one third of the ones in 2007. 

A CDS contract is an agreement between two counterparties that enables the 

one to receive protection (protection buyer), while the other to provide protection 

(protection seller) against the contingent default of a third party. The third party is the 

reference entity underlying the CDS contract, and can be a corporation, a sovereign or 

even a structured entity. Not surprisingly, in exchange of the safety that the protection 

seller provides to the protection buyer he receives a fee. That is, CDS are insurance 

type of contracts that safeguard against the default of the reference entity. 

Credit Default Swaps facilitate market participants in pursuing a series of 

objectives. In particular, CDS can be used to 

i. hedge (or/and mitigate) the credit exposure for a particular party, 

ii. transfer credit risk from the entities bearing it to the ones willing to 

undertake it (for example from banks to insurance companies or/and 

hedge funds), 

                                                           
5
 The first CDS index was launched in the USA in 2002, being the well-known CDX. 
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iii. generate enhanced returns in investors‟ portfolios, 

iv. speculate on the credit standing of a given issuer, or even 

v. enable banks to decrease their capital requirements via a respective 

decrease in their risk weighted assets. 

Being derivative instruments, CDS consider credit risk separately from 

funding risk. In particular, market participants can easily change credit risk exposures 

without having to buy or to sell bonds (or loans) in the respective cash market. On top 

of that, CDS enable investors to be exposed to credit risk for the maturity they prefer, 

even for firms with limited bond issuances. 

The credit derivatives market reached
6
 almost $60 trillion (Figure 2-1) in 

outstanding notional amounts at the end of 2007, being its lifetime high. Within the 

three years spanning from 2004 and 2007, the exponential growth in the market 

resulted in a ninth-fold increase in the outstanding volumes (i.e. from $6.4 to $58.2 

trillion). However, following the onset of the financial crisis, the outstanding volumes 

have plummeted to the one-third of their lifetime high, reaching $19.5 trillion in H1 

2014. Nevertheless, the CDS market looms still large, given that international debt 

securities for all issuers amount to $21.9 trillion in Dec 2014. 

Single-name CDS have dominated the market since its inception, however, 

their percentage contribution over the total outstanding amounts is going smaller and 

smaller. This development reflects the increased concerns surrounding counterparty 

credit risk in the market following Leman‟s collapse as well as the fact that index 

product are shifted towards central clearing. The breakdown between index products 

                                                           
6
 All the data presented in this section are available at the BIS website 

(http://www.bis.org/statistics/derdetailed.htm) 

http://www.bis.org/statistics/derdetailed.htm
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and other multiple-name CDS is available after H1 2011, with index products 

constituting more than 90% of all multi-name contracts in H1 2014.   

Figure 2-1: CDS by product type (Source: BIS) 

 

 Regarding the participants in the CDS market, the lion‟s share is held by 

dealers (Figure 2-2). Using data from the Depository Trust and Clearing Corporation 

(DTCC), Peltonen et al. (2014) find that the CDS market is clustered around only 14 

dealers, so that significant contagion risks can emerge should a single dealer fails to 

meet his obligations in a contract.   

Interestingly, the share held by banks and security firms has been continuously 

decreasing while the share of central counterparties has been uninterruptedly 

increasing since 2009. At H1 2014, 27% of CDS contracts are cleared by Central 

Counterparties (CCPs), while for index products this percentage grows to 37%. 

Regarding the gross market value of outstanding CDS contracts, it amounts to $635 

billion as of H1 2014, while the net market value stands at $144 billion.  
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Figure 2-2: CDS per counterparty (Source: BIS) 

 

 The proportions of single-name and multi-name CDS by rating of the 

reference entity have remained relatively stable during the last four years (Figure 2-3). 

As of H1 2014, the percentage contribution per rating class stands at 9% for 

AAA/AA, at 56% for A/BBB, 22% for BB & below, and 13% for Non-rated. Since 

2011, we can just note a slight decrease by 3 percentage units in the share of Not-

rated bonds with an equivalent increase in the share of BB & below bonds.  

Figure 2-3: CDS by rating of reference entity (Source: BIS) 

 

The biggest chunk of the outstanding CDS notionals regards contracts with 

remaining maturity between 1 and 5 years (Figure 2-4). A shift towards shorter 
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maturities can be noted after H1 2010, indicating the increased risk aversion after the 

onset of the financial crisis. Specifically, while in H2 2007 about 1/3 of outstanding 

CDS contracts had a maturity of more than 5 years; the respective percentage 

substantially decreased to only 6.4% in H1 2014. 

Figure 2-4: CDS by remaining maturity (Source: BIS) 

 

As far as the underlying reference entities are concerned, around one-third 

(34%) of outstanding CDS notional amounts are written on single-name non-financial 

firms, followed by 26% written on financial firms and by 14% on sovereigns (Figure 

2-5). The remaining 26% constitutes of securitized products and pools of entities from 

multiple sectors, of which 2% refers to ABS and MBS. Under the category of multiple 

sectors are included the pools of loans for securitized products. 
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Figure 2-5: CDS by sector (Source: BIS) 

 

More than half of the outstanding CDS notional amounts have been contracted 

with counterparties located in European developed countries, while only 21% pertains 

to counterparties in the USA (Figure 2-6). Furthermore, around one-fifth of the 

outstanding amounts have been contracted between counterparties that are both 

located in the same country. Whereas, volumes for counterparties in Latin America 

and Asia are rather limited. 

Figure 2-6: CDS by location of counterparty (Source: BIS) 
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2.2.  Bond market overview 

The outstanding amount of international debt securities issued reached $21.9 

trillion in December 2014, out of which $16.6 trillion pertain to issuers from 

developed countries, $2 trillion from offshore centers, $1.8 trillion from developing 

countries and $1.5 trillion from international organizations (Figure 2-7). As of 

December 2014, the majority of the debt securities issued pertains to bonds and notes 

($21 trillion), while there does also exist a minor chunk comprising of money market 

instruments ($0.9 trillion) with its biggest share pertaining to commercial paper ($0.5 

trillion). 

Figure 2-7: International debt securities by residency of issuer (Source: BIS) 

 

In Figure 2-8 we can note that outstanding bonds and notes are mainly issued 

at fixed rate (Dec 2014: $15.1 trillion), followed by floating rate (Dec 2014: $5.5 

trillion) and convertibles (Dec 2014: $0.4 trillion), while amounts for warrants are 

relatively small (Dec 2014: $0.6 billion). The proportion of floating rate notes reached 

its highest level in 2008, amounting to 37% of total outstanding balances. 
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Figure 2-8: Bonds and notes by product type (Source: BIS) 

 

Financial corporations constitute the major issuer of outstanding balances 

(Figure 2-9). As of December 2014, outstanding balances for financial corporations 

amounted to $15 trillion, for non-financial corporations to $2.9 trillion, for general 

governments to $1.6 trillion and for international organizations to $1.5 trillion. Note 

that the percentage contribution of bonds issued by non-financial corporations have 

significantly increased from 9% in 2008 to 14% in 2014. 

Figure 2-9: Bonds and notes by sector (Source: BIS) 

 

As far as the currency breakdown (Figure 2-10) of the outstanding balances 

for bonds and notes in December 2014 is concerned, we can observe that issues 
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denominated in USD and in Euro each constitute around 40% of the total. However, 

this was not the case during 2007-2010, when outstanding amounts in EUR amounted 

to 50% while in USD to only 30% of total balances. Finally, we can observe that the 

proportion of outstanding balances in YEN is continuously decreasing during the last 

years, while GBP proportion remains almost stable during the last years.   

Figure 2-10: Bonds and notes by currency (Source: BIS) 
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2.3. Fundamental analysis and models 

The search for a link between information contained in the published financial 

reports of a company and the market‟s perception of its credit risk has a very long 

history, ranging from models that are based primarily on published accounting 

information to models that mainly rely on market information. On the one hand, the 

first category of models originates from the principles of company and debt 

instrument analysis and concerns mostly models that intend to predict financial 

distress based primarily on published accounting information (Altman 1968, Ohlson 

1980). In particular, Altman (1968) combines 5 financial ratios in a linear formula so 

as to ascribe a score for each firm. The financial ratios employed by Altman (1968) 

cover the categories of liquidity, profitability, operating efficiency and financial 

flexibility. Should the score of a firm falls below a given threshold (1.81), the 

company is considered as laying in the distress zone, so indicating increased 

probability of bankruptcy. Whereas, in case a firm‟s score exceeds 2.99, it is deemed 

as being in the safe zone so carrying a decreased probability of default. 

On the other hand, market information is used by structural models (Merton 

1974) and reduced form models (Duffie and Singleton 1999). The former use 

contingent claims analysis to infer the probability of default from the volatility and 

the level of the market value of assets as well as from the macroeconomic conditions 

as reflected in interest rates. In particular, a firm is considered as defaulted in case the 

value of its assets is considerably smaller than its liabilities (Black and Cox 1976). 

According to contingent claims theory (Merton 1974, Jones, Mason and Rosenfeld 

1984, Eom et al. 2004) the equity and the bond markets are complementary, in the 

sense that they represent two options on a firm‟s assets of the same strike. The equity 

market can be viewed as an in-the-money call option, while a firm‟s debt can be 
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considered as a long position on a risk-free bond and a short put position on its assets. 

In most cases, while the firm is viable, the put remains deeply out-of-the-money 

resulting in a small Delta. Intuitively, this implies that the default premium of a 

healthy company exhibits a relatively small sensitivity to the changes in the firms‟ 

asset value, which, though, increases in magnitude as the firm approaches the default 

threshold.  

Structural models perform well for hedging purposes (Schaefer and Strebulaev 

2008), by capturing the sensitivities of corporate bond returns to equity returns (hedge 

ratio). However, they perform poorly in determining the level and the time series 

dynamics of credit spreads (Huang 2008). This latter fact is known in the literature as 

the credit spread puzzle. Eom et al. (2004) find that structural models are apt to 

overestimate the credit risk of risky companies while underestimate the credit risk of 

safe companies. Thus, although the variables prescribed under structural models 

constitute the cornerstones in driving a firm‟s credit risk, they have to be 

complemented with additional indicators to increase the predictive power of credit 

spread models. On top of that, we should not disregard that the dynamics of the credit 

markets are largely driven by significant systematic factors (Collin-Duffresne, 

Goldstein and Martin 2001 (CGM 2001), Bonfim 2009), which under no 

circumstances should be disregarded in credit spread modeling. To this end, in 

developing the model specifications for investigating the informational and trading 

cost components of credit spreads, we supplement the set of variables that have been 

put forward by structural models with a wide range of firm-specific and 

macroeconomic determinants. 

Under reduced form models (Duffie and Singleton 1999) default is treated as 

an unexpected event whose likelihood is driven by a default intensity process. 
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Specifically, the time of default is modeled via a process that follows a Poison 

distribution. Unlike structural models that focus on the asset and capital structure 

evolution, reduced form models centre on default probabilities that are driven by a 

hazard rate, that is, the conditional probability of default at time (t) given that a firm 

has managed to survive until (t-1). Although this class of models performs better than 

structural models in determining credit spreads, it fails to pinpoint any links with the 

“theoretical – intuitively understandable” factors that drive credit spreads. Duffie and 

Lando (2001) examine how imperfect information contained in regular accounting 

reports impacts on the term structure of credit spreads, by estimating a default-arrival 

intensity process based on assets‟ conditional distribution. In the same vein, to 

overcome the aforementioned drawback of reduced-form models, Doshi (2013) 

developed a reduced-form model for pricing CDS spreads, in which the default 

intensity is driven by firm leverage, historical volatility and two risk-free term 

structure factors. His results suggest an improvement in the statistical fit of the model. 

A series of more recent studies combines accounting and market-based data so 

as to improve the explanatory power of the proposed credit spread models (Campbell 

and Taksler 2003, Carling et al. 2007, Das et al. 2009, Tang and Yan 2009, Bonfim 

2009). As Das et al. (2009) aptly note, accounting data are important in unveiling 

cases of financial distress. They posit that models relying solely on market 

information would potentially fail to incorporate all available default signals, given 

the potential inefficiencies that may exist in the financial markets. In particular, Das et 

al. (2009) offer as an example the case of Enron, for which credit risk models 

calibrated on market variables predicted negligible default probabilities. However, a 

careful analysis of its accounting data would have enabled market participants to 

identify that the firm‟s stock price was unduly high. As long as credit risk models 
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used this overestimated stock price as input, their output resulted in a severe 

underestimation of its credit risk.  

Indeed, it is evident that accounting data cannot be disregarded in the 

formation of a firm‟s credit risk premiums, though, their incremental explanatory 

power over and above any market related indicators (i.e. equity returns, implied 

volatilities and macroeconomic variables) has not yet been determined as such.  Thus, 

there exists ample room for empirical research in determining which financial ratios 

contain incremental information for determining credit spreads as well as in unveiling 

the order of assimilation of financial ratios by the credit markets. The former will 

facilitate in identifying not only the relevance of financial ratios in determining credit 

spreads, but also the originality of the information they convey. While the latter will 

shed light on the efficiency of the credit markets in absorbing the information 

contained in a firm‟s financial statements.   

 There are two approaches in the current literature for investigating the 

determinants of credit spreads. The one focuses on explaining the level of credit 

spreads, while the other targets in identifying the drivers of credit spread changes.  

The former include Campbell and Taksler (2003), who examine how equity 

volatility impacts on corporate bond spreads. They use a series of variables, including 

i) volatility of firm equity excess returns, ii) volatility of equity index returns, iii) 

equity excess returns, iv) equity index returns, v) percentage of market capitalization, 

vi) credit rating, vii) interest coverage, viii) operating income to sales, ix) firm 

leverage, x) risk-free rate, xi) slope of the yield curve, xii) spread of 30 day 

Eurodollar over treasuries as well as a bunch of bond specific attributes (i.e. issue 

size, years to maturity, coupon, sector), to formulate a range of models for identifying 

the incremental explanatory power of equity volatility. Their comprehensive model, 
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which includes all independent variables, has an explanatory power of 41%. Finally, 

they conclude that the explanatory power of equity volatility is similar to the credit 

ratings. 

In a similar vein, Tang and Yan (2009) find strong links between CDS spreads 

and firm-specific determinants of default, constituting the major chunk of the 

observed credit spread levels. At the same time, their results denote the significance 

of macroeconomic variables, though, their impact is much smaller relative to firm-

level indicators. Particularly, they assess two sets of regressors in explaining credit 

spreads, the one focusing on the explanatory power of macroeconomic determinants 

while the other on the firm-specific variables. Their results indicate that 

macroeconomic determinants (such as GDP growth rate, GDP growth volatility, 

sentiment index) account for 5.1% of the total variation of a panel of CDS spreads. 

Whereas, the firm specific regressors, which include implied volatility, jump risk and 

firm leverage, can explain as much as 47.2% of credit spread levels.  Finally, they 

show that the most significant driver of credit spreads is the investor confidence at the 

aggregate level and the implied volatility at the company level.   

A comprehensive analysis of an extended set of potential candidates that 

might affect a firm‟s credit spreads is also performed by Das et al. (2009), who assess 

the performance of accounting-based relative to market-based models for determining 

the level of CDS spreads. They postulate that a model based on accounting indicators 

have a similar performance relative to a market-based model of default. In particular, 

they combine a series of macroeconomic variables and of dummies reflecting CDS 

characteristics, initially with a wide range of accounting variables (i.e. i) asset size, ii) 

ROA, iii) income growth, iv) interest coverage, v) quick ratio, vi) cash to assets, vii) 

inventory to COGS, viii) sales growth, ix) leverage and x) retained earnings to assets), 
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and then with a range of firm-specific market indicators (i.e. i) distance to default, ii) 

equity returns and iii) equity returns volatility),  to explain the 64.5% and the 63.6% 

of credit spreads respectively. However, when including both accounting and market-

based firm specific variables, the explanatory power of their model reaches 71.7%, 

suggesting the complementary content of both sources of variables in pricing a firm‟s 

default risk. 

The most influential study of the second category is the one by CGM (2001). 

They use data from the corporate bond market along with a series of independent 

variable postulated by economic theory, but find that there does remain a big 

unexplained part in the residuals of their model. In identifying the variables to be used 

in their models they are based on the intuition behind structural models. That is, they 

employ as regressors changes in i) interest rates, ii) squared interest rates to capture 

any effects from non-linearity, iii) slope of the yield curve, iv) firm leverage, v) 

volatility, vi) smirk of implied volatilities to capture changes in the probabilities of a 

downward jump, and vii) equity market index to capture changes in the business 

climate. Although the signs of the estimated coefficients are in line with theory, their 

models are able to explain no more than 25% of the variations in credit spreads, 

across different leverage, credit rating and maturity groups.  

Interestingly, they identify that the residuals of their models are cross-

correlated, suggesting the presence of a single factor. However, they cannot match 

this common driver with anyone of the macroeconomic variables examined. By 

performing principal component analysis on the residuals, they posit that the first 

principal component can explain over 75% of the total variation, while in the second 

principal component can be attributed an incremental 6% of the remaining 

unexplained part.  
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On top of that, their findings are robust in including a series of additional 

independent variables, such as changes in aggregate liquidity, equity returns, non-

linear effects, various cross-terms of independent variables as well as the level of 

some state variables at time t-1 so as to capture any mean-reverting effects in interest 

rates, firm leverage, implied volatility and firms‟ default premiums. In particular, R-

squared increases to about 34%, though, the first principal component remains 

significant in interpreting the 59% of the outstanding unexplained variation. All in all, 

they conclude that credit spread changes are affected by supply and demand, which 

neither depend on credit risk proxies nor on commonly used liquidity indicators. 

Similar results are also found by Berndt and Obreja (2010), who note that the 

first principal component explains 45% of the variation in CDS returns residuals. 

However, they do manage to map this common factor with a determinant that reflects 

“economic catastrophe risk”. They also find that the combined explanatory power of 

the first three principal components amount to 60% of the total residuals‟ variation, 

while their findings still holds after having controlled for the respective factors from 

the equity and bond markets. 

 Contrary to the findings of CGM (2001) and Berndt (2010), Avramov, 

Jostova and Philipov (2007) posit that a limited set of market-wide factors along with 

firm level characteristics are enough in determining the 55% and 67% of the 

variability in credit spreads for medium-grade and low-grade bonds respectively. 

Hence, no evidence about the existence of a common systematic factor is unveiled. 

The additional variables considered by Avramov et al. (2007) over and above 

the ones used by CGM (2001) include changes in i) aggregate Price/Book ratio, ii) 

market risk premium reflecting the return of the stock market over risk-free, iii) credit 

spread for the t-1 and t-2 periods, iv) firm P/B ratio as well as v) stock momentum. 



45 

 

 

Interestingly, market wide factors explain about 44% of the total variation, while 

firm-specific characteristics explain 26%, leading into a total explanatory power for 

the combined model of around 55%. They conclude that by examining both 

investment grade and high yield bonds as well as by employing individual 

regressions, rather than aggregating residuals on a portfolio basis, there doesn‟t 

emerge any latent determinant in the unexplained part of credit spread changes.  

In the same vein as Avramov et al. (2007), Ericsson, Jacobs and Oviedo 

(2009) utilize data from the CDS market just to confirm that there doesn‟t exist any 

prevalent common factor in the unexplained part of CDS spread changes. In 

particular, they use the three cornerstone determinants of a firm‟s credit risk under 

structural models, that is, leverage, volatility and risk-free interest rates, to find an R-

squared of 23% and of 60% for the changes and the levels
7
 regressions respectively. 

They conclude that the variables prescribed under structural models are indeed useful 

for determining CDS spread changes. 

Finally, they posit that the increased liquidity in the CDS market as well as the 

fact that CDS spreads are superior to corporate bond spreads in reflecting a firm‟s 

credit risk, might have led to a weakening in the impact of the common factor 

identified by CGM (2001). 

 

 

  

                                                           
7
 It increases to 70% if all the variables included by CGM (2001) are also considered. 
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2.4. CDS contracts (definitions, terms, regulatory framework) 

A CDS is a derivative instrument under which the one counterparty is paying a 

series of periodical cash flows (protection buyer) to the other counterparty (protection 

seller), in exchange of receiving the full notional of the contract should a credit event 

occur on the underlying reference entity of the contract. The payments are usually 

made quarterly or semi-annually throughout the life of the contract, or cease earlier in 

case a credit event takes place for the reference entity. The size of the periodical 

payments is the product of the agreed CDS spread (in basis points), the notional of the 

contract and the fraction of the year, reflecting the premium paid by the buyer to the 

seller. Technically speaking, the payoff for the protection seller is analogous to the 

one of an investor buying the bond (sell protection = buy the bond), while the payoff 

for the protection buyer is similar to the one of an investor shorting the bond (buy 

protection = sell the bond). In the following diagram (Figure 2-11) the 

aforementioned flows between the two counterparties in a typical CDS contract are 

illustrated, both before and after a credit event. 

Figure 2-11: CDS exchanged flows between counterparties 

 

Flows Before a Credit Event                                   Flows Following a Credit Event 

                                                                                                     (Physical settlement) 

 

Generally speaking, as credit event can be considered any inadequacy in a 
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firm‟s capacity to pay its debt obligations as they come due.  However, it has to be 

noted that a credit event is a wider term relative to the usually filing for bankruptcy 

under Chapter 11 of the US law. According to ISDA definitions, credit events 

constitute the bankruptcy, obligation acceleration, obligation default, failure to pay, 

repudiation/moratorium and restructuring among others. Following a credit event, a 

payment from the protection seller to the protection buyer is triggered. The exact 

amount of the payment depends on whether cash or physical settlement is pursued. In 

the former case, the protection buyer retains the reference obligation and only the 

amount of the incurred loss (Loss Given Default – LGD) is paid to him by the 

protection seller. That is, only the part of the notional over the value of the reference 

obligation following the credit event. Whereas, in the latter case the reference 

obligation is delivered by the protection buyer to the protection seller, against the full 

notional amount of the contract.  

At this point, though, emerges the issue of identifying the most preferable 

bond for the protection buyer to deliver to the protection seller, so as to maximize the 

value of the transaction for him. In a sense, the protection buyer has a cheapest-to-

deliver (CTD) option that is going to be exercised so as to provide the protection 

seller with the least valuable available bond. The capacity of the protection buyer to 

select among a series of available bonds is prescribed under the credit event clauses, 

and becomes especially important for corporate restructuring. Under the Full-

Restructuring (CR) clause, the protection buyer can hand over any bond maturing up 

to the next 30 years, thus maximizing the value of the CTD option for him. While, 

under the Modified-Restructuring (MR) clause, only credit obligations maturing 

within 30 months from the remaining maturity of the CDS contract are eligible to be 

delivered. Moreover, under the Modified-Modified-Restructuring (MMR), eligible 
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bonds to be delivered for restructured debt should have maturities up to 60 months 

from the remaining maturity of the CDS contract, while for the rest obligations the 

limit remains at 30 months. Finally, the counterparties can consent in not considering 

at all restructuring as a credit event (XR). 

CDS contracts are not exchange traded but are traded over-the-counter (OTC). 

This means that CDS lack full standardization, though, ISDA has developed 

standardized contracts so as to facilitate the participants in the OTC market to 

structure their agreements based on a common ground. ISDA provided instructions 

for credit derivatives contracts in 2003 when the first “ISDA Credit Derivatives 

Definitions” were launched. Then, an update has been provided by ISDA in 2014. 

Among the changes launched, special mention deserve the inclusion of a new credit 

event definition for financial firms (i.e. in case of being bailed out by government) 

and the clause that a credit event for senior CDS will pertain to the restructuring of the 

senior bonds of the company.    

Another important milestone in the evolution of the CDS market is related to 

the enforcement of the “Big Bang protocol” for the CDS market in North America 

and the CDS “Small Bang protocol” for the European market in 2009. These 

protocols target in increasing the standardization in the CDS market, thus, promoting 

efficiency and transparency that would ultimately lead to enhanced market liquidity. 

Among the most significant changes in these protocols are: i) the establishment of 

auction settlement so as to abolish the use of credit event protocols for settling CDS 

transactions, ii) the formation of determination committees so as to decide both on 

whether credit and succession events have taken place and on the terms of any 

auction, iii) change in the effective date for all CDS contracts (backstop dates) so as to 

establish a uniform standard effective date for all CDS trades and iv) the use of a 
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fixed coupon for all single-name CDS (e.g. for North America coupons can be 100bp 

or 500bp). In particular, the use of fixed coupons require the simultaneous transfer of 

upfront amounts, at contract‟s initiation, from the party of the CDS contract with a 

positive mark to market to the party of the CDS contract with a negative mark to 

market. 

CDS were not regulated by the Commodity Futures Trading Commission 

(CFTC) up until July 2010, when the Dodd-Frank Act established the regulations for 

derivative markets central clearing. In particular, the Dodd-Frank Act promotes 

market transparency by requiring clearing by central counterparties and trade 

reporting. Nevertheless, there exists a series of papers questioning the role of central 

counterparties in mitigating counterparty credit risk in the derivatives clearing. Duffie 

and Zhu (2011) thoroughly analyze the trade-off between the benefits from the netting 

gains for a single derivative product among market participants via a CCP
8
 

(multilateral netting), relative to the merits of netting across different derivative 

products between two counterparties (bilateral netting). They point that in cases where 

there are different CCPs for different derivative products as well as when the benefits 

from bilateral netting are material, the introduction of CCP may not lead in curtailing 

counterparty credit risk. Moreover, by examining an extended dataset that covers 

almost one-third of the global single-name CDS market, Duffie et al. (2015) point that 

central clearing does not lead to a rise in the collateral needs of counterparties having 

                                                           
8
 Central Counterparty Clearing Houses (CCPs) act as intermediaries among counterparties in clearing 

and settlement of their transactions. Clearing pertains to the identification process of each party‟s 

obligations under the contract, while settlement relates to the ultimate transfer of assets or/and funds to 

each counterparty. Essentially, each party of the transaction is exposed to the counterparty credit risk of 

the CCP, which is much lower relative to the counterparty credit risk of the other individual.  
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to cover their derivative positions.   

 

2.5.  Interaction of the CDS market with the bond and the equity 

markets 

No arbitrage pricing between the underlying reference entity‟s bond and the 

CDS contract is used by Duffie (1999) so as to derive the theoretical CDS spread for a 

firm. By constructing a portfolio consisting of two par floating-rate bonds, the one 

risk-free and the other defaultable bond, he mimics the payoffs of the CDS contract. 

Indeed, if an investor buys a risk-free floating bond (long position – receive risk free 

rate) while at the same time sells a defaultable floating rate bond (short position – pay 

risk free rate plus credit spread), he ends up in paying a net amount equal to the credit 

spread of the defaultable bond. Given that the payoff of this strategy equals to the 

payoff of an investor buying protection for a given firm, no arbitrage pricing implies 

that the CDS spread must equal the spread over the risk-free rate of the defaultable 

bond. However, the aforementioned approach provides just a proxy for the CDS 

spread, since several factors, including the capacity to short a bond, hinder its 

applicability. 

The empirically observed difference between the CDS spread and the 

respective credit spread of the underlying bond is the so-called in the literature CDS-

Bond basis. On the one hand, a negative CDS-Bond basis would spur arbitrageurs to 

buy CDS protection while simultaneously buying the underlying bond. Thus, locking 

a riskless profit by paying for the CDS contract less than the amount received from 

the long bond position. On the other hand, a positive CDS-Bond basis would induce 

arbitrageurs to sell CDS protection and short the underlying bond. So, again attaining 
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a profit by receiving from the CDS contract more than the amount paid from the short 

bond position.  

Nevertheless, the aforementioned arbitrage strategies do not work in practice. 

A positive CDS-Bond basis is observed during normal times while the basis turns 

persistently negative during stressed times (Fontana 2012). A possible explanation for 

the CDS-Bond basis turning negative in times of stress is related to the deleveraging 

strategy pursued by financial clients on their bond portfolios, plummeting bond prices 

and substantially raising bond spreads. Furthermore, it is also the existence of other 

market-specific factors that cause this discrepancy. For example money market 

liquidity, counterparty credit risk and collateral scarcity might impact differently on 

the CDS relative to bond prices. 

In examining the determinants of the CDS-Bond basis, Blanco (2005) and Zhu 

(2006) posit that the basis arises in cases where the CDS market leads the bond 

market in the price discovery process. Whereas, Nashikkar (2011) provides evidence 

that the liquidity both in the CDS and in the cash bond market have significant 

explanatory power in determining the basis. Furthermore, Das (2014) suggests that 

the outset of CDS trading negatively affected the efficiency of the bond market, 

possibly due to a migration of better informed investors from the bond market to the 

more liquid CDS market.   

Structural models (Merton 1974) posit that the equity and the bond markets 

are complementary, in the sense that they represent two options on the same 

underlying of the same strike. Thus, any changes in the fundamentals of a company 

are supposed to cause reactions in both markets. In frictionless and complete markets 

it is expected that any information flows are almost simultaneously captured by both 

markets, thus, making the one out of the two markets superfluous. However, the fact 
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that informed traders can chose the one relative to the other market has led to a long 

lasting discussion with contradicting evidence, regarding whether the stock market 

preempts the CDS market in the price discovery process or vice versa.  

On the one hand, a number of studies (CGM 2001, Das et al. 2006, Bystrom 

2005) provide substantial evidence that equity market information may be used to 

explain credit spreads. More strongly, Vassalou and Xing (2004) argue that the 

information derived from financial statements is inherently backward looking, exactly 

because those statements aim to report a firm's past performance, rather than its future 

prospects. Whereas, market prices contain forward-looking information as they 

summarize investors' expectations about a firm's future performance. Consequently, 

from an informational content perspective, it is possible that published financial 

reports contain mostly “stale” data that has already been processed by the stock 

market. As such, the default-risk related information that they contain may have 

already been incorporated in the CDS spreads, exclusively through a price 

transmission mechanism from the equity (cash and derivative) market. 

The documented lead of the stock market (De Bondt 2005, Hull and Pedrescu 

2004, Norden and Weber 2004, Norden and Weber 2009, Forte and Pena 2009) in the 

joint dynamics of the price discovery process of a firm‟s default risk between the two 

markets could be deemed as supportive of such an assumption. Along these lines, 

Hilscher et al. (2014) provide evidence that the equity market preempts the CDS 

market at daily and weekly frequencies. Thus, implying that informed traders favor 

the equity rather than the CDS market, as the transaction costs in the equity market 

are much lower.  In a sense, their results are in line with market selection theories that 

consider transaction costs as an important determinant in informed traders‟ decisions. 

Moreover, Campbell and Taksler (2003) show that firm-specific implied volatility can 
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explain the variation of credit spreads as much as credit ratings themselves. 

On the other hand, Acharya (2007) posits that insider trading in the CDS 

market results in stock returns being predicted by CDS spread changes. Negative 

news for a firm‟s credit standing flows from the CDS market to the stock market, with 

increasing intensity for companies with a larger number of bank relationships. Similar 

results are also observed by Ni and Pan (2011), who utilize changes in CDS spreads 

for explaining subsequent returns in stocks facing a short sales‟ ban in the equity 

market. Once more, the impact is asymmetric as it is primarily concentrated on 

negative news that trigger CDS widening, which afterwards translate into negative 

equity returns. Last but not least, evidence provided by Batta et al. (2014) reveals that 

there does exist an incremental information flow from the CDS market to the equity 

market before earnings announcements. 

The contradictory evidence in the current literature as well as the larger focus 

on earnings indicators for conveying news earlier in the CDS market than in the 

equity market, leave ample room for further empirical analysis. To this end, we 

pursue a two-step approach in the third chapter so as to identify the informational 

content of CDS beyond the equity market. Specifically, we first set apart the 

unexplained part of CDS spread changes, by controlling for the information contained 

in the equity market or in macroeconomic indicators. Then, we investigate whether 

CDS spreads reflect any incremental information pertaining to a firm‟s financial 

health, as reflected in its published financial statements.  
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2.6.  Liquidity and CCR premiums in credit spreads 

Structural models of default are commonly accused in the literature of 

underestimating of yield spreads (Eom et al. 2004). Numerous studies have pointed 

out that yield spreads cannot be fully interpreted by the credit risk variables proposed 

by structural models (CGM 2001, Elton et al. 2001, Huang and Huang 2012). 

Specifically, CGM (2001) identify a latent systematic component that drives the 

unexplained part of corporate bond spreads. The aforementioned phenomenon is 

known in the literature as the “credit puzzle”, and the omission of a liquidity 

component from the structural models has been identified as one possible 

interpretation. Along the same lines, although CDS spreads had been initially used as 

purer measure of a firm‟s credit risk (Longstaff et al. 2005), recent studies reveal that 

CDS premiums include counterparty (Arora 2012,  Morkoetter 2012) and liquidity 

premiums (Bongaerts et al. 2011, Qiu and Yu 2012). 

The results of Morkoetter et al. (2012) suggest that CDS spreads are affected 

by the counterparty credit risk of the protection seller. The higher the CDS spread of 

the protection seller, the smaller the premium paid to him by the protection buyer. 

These results hold both before and after the financial crisis, though, any effects on 

CDS spreads that are driven by counterparty credit risk are mitigated for reference 

entities with high credit standing. In a similar vein, Arora (2012) posits that 

counterparty credit risk is priced in CDS spreads, though, its impact appears to be 

relatively limited. Specifically, an increase in the CDS spread of the protection seller 

by about 6 percentage units (600 b.p.) results in a decrease in the CDS spread that he 

charges to the protection buyer by 1 b.p.. This finding can be mainly attributed to the 

common market practice of providing (receiving) collateral by the counterparty that 

incurs a loss (gain) in the transaction, thus, minimizing the exposure in case any one 
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of the counterparties defaults.  

Liquidity premiums in credit spreads can be issuer-specific or market-wide. In 

the former case they pertain only to a single issuer, while in the latter they impact on 

all issuers in the market. The intuition behind the existence of a liquidity component 

in yield spreads arises from the investors‟ demand to be compensated, through a 

liquidity premium (Amihud and Mendelson 1986), for committing their funds in a 

less liquid security. Since less liquid securities bear both higher disinvestment risk 

and increased costs of hedging, investors require a higher return so as to undertake 

these additional risks. In a sense, there is a clientele effect in investing for a longer 

time horizon that gives rise to the illiquidity premium. Chen, Lesmond and Wei 

(2007) and Longstaff et al. (2005) directly link bond-specific liquidity variables with 

yield spreads, as their findings suggest that the drivers of default risk are not enough 

to fully substantiate neither the level nor the changes of corporate bond yield spreads. 

Furthermore, Ericsson and Renault (2006) develop a structural model that takes into 

account both credit and liquidity risk so as to reconcile observed credit spreads with 

those predicted by structural models. 

Analogously, liquidity premiums also exist in CDS spreads, simply to 

compensate CDS traders for not being able to immediately close out their positions 

without affecting contract prices. Instrument-specific liquidity can be quantified using 

a series of indicators such as bid-ask spreads, the price impact factor, which is defined 

as the ratio of price change over the volume traded (Amihud 2002), and market depth, 

among others.  

At the same time, market-wide liquidity can severely affect credit spreads 

across all issuers. Longstaff (2005) notices that the average non-default component of 

yield spreads is mean reverting and closely related with measures of liquidity in the 
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bond market. Hence, a series of market-wide liquidity measures (Collin-Dufresne et 

al. 2001, Ericsson 2006, Longstaff 2005), such as yield differential between previous 

and current treasury bond issues (long or short term), yield differential between the 

10yr swap rate and 10yr treasuries, bond issuances in the market, flows in and out of 

the money market mutual funds etc., are often considered to account for any market-

wide liquidity effects on credit spreads. 

Investors analyze macroeconomic indicators to get an overview of the 

economy and to make their decisions on the selection of particular asset classes. That 

is, macroeconomic conditions somehow affect both their preferences and their ability 

to invest in a certain asset class, which in turn, directly affects the liquidity of this 

asset class. Therefore, there seems to exist a link between aggregate liquidity in a 

given asset class and macroeconomic variables. An aggregate measure of market 

liquidity is further justified by the commonality of market liquidity (Brunnermeier 

2009) across different securities. This is particularly true seeing that any funding 

restrictions faced by speculators, act on all securities.  

Bao (2011) averages bond specific illiquidity across bonds to derive an 

aggregate measure of illiquidity, which turns out to be highly correlated with market 

conditions in the equity (VIX) and in the credit markets (CDS index). Specifically, 

Bao (2011) identifies that VIX, known as the “fear gauge” of the market, is strongly 

positively correlated with market illiquidity in the bond market. Therefore, in 

examining aggregate liquidity in the credit markets, special attention has to be paid in 

identifying any effects arising from the reluctance of market participants to trade. 

Such conditions are expected to link aggregate cost of funding, as reflected in 

variables related to the funding conditions in the banking sector (i.e. spread over 

GCRR, TED spread), to corporate credit spreads. Furthermore, considering that 



57 

 

 

money market illiquidity not only hinders investors from being able to fund their 

positions via repo transactions, but also grows the risk aversion in the CDS market for 

providing insurance against certain issuers, it is also expected to affect the pricing of 

CDS spreads. 

It seems that there is a lot of room for empirical research in investigating how 

and to what extent heightened systematic liquidity uncertainty, as reflected in money 

market indicators, is priced in credit spreads. For this purpose, we proceed in the 

fourth chapter by examining for any systematic liquidity risk trading cost components 

in the corporate CDS spreads. We perform a fully-fledged analysis so as to 

decompose the sensitivities of systematic liquidity indicators on corporate CDS 

spreads, across firms located in different geographical areas (e.g. countries) or/and 

belonging to different sectors. 
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3. Are Financial Ratios Still Relevant for Trading Credit 

Risk? Evidence from the CDS Market 

 

3.1.  Introduction 

 Financial ratios have been used for more than 4 decades for evaluating a 

company‟s credit standing (Altman 1968, Ohlson 1982). Creditors utilize financial 

ratios to decide on a series of issues regarding the extension or not of credit to a 

customer, the amount of credit to be granted as well as the proper pricing of the credit 

risk undertaken. However, some studies indicate that structural models (Merton 1974, 

Eom 2004) perform better in evaluating a firm‟s credit risk compared to models based 

exclusively on financial statement variables. Hillegeist et al. (2004) infer that the 

probability of bankruptcy estimated using a Black-Scholes-Merton option pricing 

model incorporates much more information than Z-score and O-score, which are both 

calibrated on accounting data. The results of these studies indicate that asset 

volatility
9
 (Campbell et al. 2003, Vassalou and Xing, 2004) is a key component 

missing in accounting based models, which enables structural models to potentially 

outperform pure accounting-based measures of default.  

 Some more recent studies, though, suggest that financial ratios have 

complementary informational content when used in parallel with structural models, 

especially in the presence of not fully efficient markets. Demirovic and Thomas 

(2007) conclude that accounting variables contain additional information not captured 

by a structural model that includes only the distance-to-default. Agarwal and Taffler 

                                                           
9
 Alternatively, equity volatility can be used as a proxy for asset volatility. 
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(2008) find that structural models encapsulate different aspects of credit risk 

compared to accounting based models. Furthermore, Das et al. (2009) and Ponce 

(2012) examine the explanatory power of market-based and accounting-based models 

on a company‟s CDS spread, just to confirm once again that the model with the higher 

explanatory power is the one that combines both market and accounting data.  

 In another strand of literature, Batta (2011) postulates that accounting data 

have a rather indirect role in pricing CDS. He attests that any accounting information 

has probably already been encompassed in the equity market or in the bond market or 

in a theoretical CDS pricing model or in the credit rating of the firm. Seeing that 

previous literature has neglected to examine simultaneously all these factors in 

determining CDS spreads, he infers that the direct role of accounting information in 

affecting CDS spreads appears overstated. On the other side, Callen et al. (2009) 

confirm the statistically significant negative relation between earnings and CDS 

spreads, when performing an analysis in levels, in changes as well as in applying an 

event study methodology. Their results are robust even after having incorporated in 

their models any earnings related information already contained in the equity market. 

In a similar vein, Zhang and Zhang (2013) posit that earnings surprises are foreseen 

by the CDS market well before the announcement, with less intense responses 

manifested for the investment grade relative to the non-investment grade firms. 

Overall, their evidence denotes that the CDS market is efficient.  

 The inconclusive evidence in the literature
10

  regarding whether financial 

ratios do indeed have an indirect (Batta 2011) or a complementary (Das 2009, 

                                                           
10

 The mixed evidence regarding whether accounting information are able to account for the observed 

CDS spreads is also underlined by Griffin (2014), when referring to the unexplored issues for CDS 

spreads. 
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Demirovic and Thomas 2007) role in determining CDS spreads, motivate us in further 

investigating the informational content of financial ratios in explaining CDS spreads. 

Our main objective in this study is, thus, to shed ample light on whether financial 

ratios are still relevant for trading credit risk, over and above the information already 

contained in the equity market or the macroeconomic environment. On top of that, our 

analysis aims at identifying the useful pieces of information contained in financial 

statements that attract the attention of each trader type (i.e. value trader, news trader 

etc.). 

In quantifying the incremental explanatory power of financial ratios in 

determining CDS spreads doing, we follow a two-step approach. In the first step we 

regress CDS changes on equity returns, implied volatility changes as well as 

macroeconomic variables so as to control for the part of CDS spread changes that is 

explained by the equity market and the macroeconomic environment. Then, in a 

second step, we investigate whether financial ratios have any explanatory power on 

the unexplained part of CDS changes, that is, the residuals derived from the first step 

regression. This approach merits in two dimensions. Firstly, by capturing the 

information already present in the equity market, it reveals whether the price 

discovery in the CDS market precede the equity market. As Batta (2014) notes, price 

discovery in the CDS market rises before earnings announcements mainly due to the 

existence of private information and due to the low liquidity in the respective cash 

market. In other words, our approach isolates the part of the information that is 

“unique” for the CDS market, over and above the component that is already captured 

by the equity market. Secondly, by employing a much wider set of financial ratios 

beyond the ones examined by Batta (2014) and Callen (2009), we shed light on an 

extended spectrum of credit-related information that might be assimilated earlier by 
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the CDS market. 

 We examine an extended set of 43 financial ratios in testing our hypotheses, 

which cover the broad categories of i) leverage & capital structure, ii) cash flow 

protection & liquidity, iii) profitability and iv) financial flexibility. On top of that, 

instead of using arbitrarily chosen models, the selection of the financial ratios that are 

included in the model specifications is based on the LASSO
11

 algorithm. The main 

advantage in using the LASSO algorithm regards its capacity in simultaneously 

combining model parsimony and prediction accuracy. To the best of our knowledge, 

we are not aware of any other study that utilizes neither such an extended set of 

financial ratios nor such a sophisticated variable selection algorithm. In some sense, 

our approach “escapes” from the overgeneralization of subjective empirical designs 

(Bamber 2000) by both extending the number of financial ratios tested and by 

utilizing a rather novel variable selection algorithm for identifying statistical 

significant regressors.  

Our results indicate that value traders are the main speculators in the CDS 

market, as we find a rather limited set of 6 financial ratios to be significant in 

determining CDS spread quarterly changes during the period starting 30 days after the 

previous announcement date up to 30 day after the current announcement date. These 

include
12

 changes in liquidity, asset turnover, book value per share, tangible book 

value per share, leverage and the ability of a company to decrease its debt from 

operating profits. That is, we identify 6 financial ratios that are relevant for the pricing 

of CDS spreads over and above the information already present in the equity market 

                                                           
11

 Least Absolute Shrinkage and Selection Operator 

12
 The components for calculating each ratio are presented in table 1.  
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or the macroeconomy.  

 The CDS market has been documented to be efficient in anticipating changes 

in the rating of a firm (Hull et al. 2004, Norden and Weber 2004). Given that credit 

rating announcements for a firm are also based on changes in its financial ratios 

(Kaplan and Urwitz 1979, Kraft 2011), the question that naturally arises pertains to 

whether the CDS market is also efficient in anticipating changes in the financial ratios 

of a firm before these are officially made public. Acharya (2007) posits that there 

does exist supplementary information disclosure in the CDS market, as certain CDS 

market participants are creditors who possess access to the fundamentals of the firms.  

Had our analysis been solely focused on the financial ratios that drive CDS 

quarterly changes, it would have completely disregarded the order of incorporation of 

financial ratios in the CDS spreads. Hence, we also examine whether the CDS spreads 

incorporate any necessary adjustment before the announcement date of the financial 

statements. In a sense, our results will point whether the imminent financial ratios are 

already priced in a firm‟s credit spreads. 

 The focal point of our analysis, though, is not restricted to the period before 

the announcement date, but it is extended to the period following the announcement 

of the financial statements. In this latter period, the order of assimilation of financial 

ratios into the CDS spreads is investigated. That is, the financial ratios that, post the 

announcement date, first attract traders‟ attention will be identified. In performing our 

analysis, we decompose the quarterly CDS spread changes into changes over 5 non-

overlapping periods around the announcement date. In a sense, we apply an event 

study approach around the corporate event pertaining to the announcement of 

financial statements, so as to point the financial ratios that do matter in each sub-

period.  
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Our event study approach facilitates us in determining the “processed” by the 

CDS market information contained in a firm‟s financial ratios before the 

announcement date, as well as in identifying the “unprocessed” information that is 

absorbed by the CDS market following the announcement date of financial 

statements. In a sense, our analysis pinpoints the financial ratios that are assimilated 

quicker by the CDS market relative to the equity market. 

 Our results indicate that 4 financial ratios are incorporated in the CDS spread 

changes before the announcement date. In particular, changes in liquidity, leverage, 

tangible book value per share and the ability of a company to decrease its debt (Debt 

to EBITDA) are already captured by CDS spreads changes in the period starting 30 

days after the previous announcement date up to 1 day before the current 

announcement date (ΓCDS30-1). While, during the announcement date window (1 day 

before up to 1 day after) only changes in profitability and in cash flow protection 

capacity contribute to the observed CDS spread changes (ΓCDS1-1). Specifically, 

earnings announcements are statistically significant and negatively correlated with the 

CDS spread changes, in line with the findings of Callen (2009).  

During the first and the second week following the announcement date (1 day 

after up to 14 days after), we note that financial ratios regarding to the percentage of a 

firm‟s long term debt over its capital
13

, turnover (sales to assets) and book value per 

share are assimilated by the CDS market (ΓCDS1-7, ΓCDS7-14). Finally, in the 

subsequent third and fourth week (14 days after up to 30 days after), cash flows from 

operations to total debt, tangible assets turnover (sales to tangible assets) and leverage 

are identified as important determinants of CDS spread changes (ΓCDS14-30). That is, 
                                                           
13

  Total Capital = ST Borrowings + Securities Sold with Repo Agreements + Long Term Borrowings 

+ Preferred Equity + Minority Interest + Total Common Equity 
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the ability of a company to serve its debt based on its operational cash flows as well 

as the turnover of its sales over its tangible assets appear as the last variables to be 

priced by the CDS market. Our findings possibly indicate value traders‟ emphasis on 

the “details” of financial statements, as the days after the announcement date goes by. 

In other words, there appears to be room for value trading in the CDS market post the 

announcement of financial statements.   

 Overall, our results indicate that changes in financial ratios are absorbed 

gradually by the CDS market, as it is also noted by Batta (2011). While a big part 

appears to be already captured in a firm‟s CDS spreads well before the announcement 

date, in line with the conclusions drawn by Acharya (2007). The CDS market appears 

to front-run the equity market in assimilating certain financial ratios both around and 

just after the announcement date of financial statements. Therefore, our empirical 

results support the complementary role of financial ratios, since they are found to 

convey incremental explanatory power in determining CDS spreads, over and above 

the equity market and the macroeconomic conditions. In a sense, our findings support 

the preference of privately informed traders for the CDS market as well as the 

bridging role of arbitrageurs between the two markets. 

 On the release of a new financial report concerning the quarterly results of a 

company, both intuition and theory stipulate that the market perception of a firm‟s 

credit risk will change in an asymmetrical fashion. We examine the aforementioned 

asymmetrical impact of the information contained in a firm‟s financial ratios by 

utilizing quantile regression
14

 analysis. Quantile regression points the regressors that 

cause a different response by the CDS market. To state it differently, the 
                                                           
14

 For more details on the economic applications of quantile regression see Fitzenberger B., Koenker R. 

and Machado J., 2002. 
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aforementioned lack of symmetry is tested by examining whether the set of factors 

that drive firms to default, i.e. widening of CDS spreads (positive changes), is 

identical to the one that drives firms to prosperity, i.e. tightening of CDS spreads 

(negative changes), as well as whether the size of the respective coefficients remains 

relatively constant.  

 Our findings indicate that leverage is statistically significant both for CDS 

spread tightening and widening. Thus, verifying its importance, also attested under 

structural models‟ theory, as a core determinant in driving CDS spread quarterly 

changes. Furthermore, increases in leverage affect CDS spread widening in the period 

before the announcement date, while decreases in leverage matter for CDS spread 

tightening after the announcement date. Our results also imply that decreased 

profitability impact more intensely on CDS spread widening than increased 

profitability on CDS tightening. Thus, verifying that a deterioration in profitability 

affects asymmetrically the market‟s perception of a company‟s credit risk relative to 

an improvement of the same magnitude.  

The widening of CDS spreads before the announcement date is driven by a 

deterioration in profitability, while improvements in profitability are significant for 

CDS tightening after the announcement date. Regarding an improvement in liquidity, 

it appears to drive, to a large extent, CDS tightening before the announcement date. 

Whereas, a deterioration in liquidity constitutes a driving force after the 

announcement date for CDS widening. All in all, our analysis signifies not only that 

the responses of the CDS market are asymmetrical with respect to changes in 

financial ratios, but also that the financial ratios that drive CDS tightening relative to 

CDS widening differ across the time intervals around the announcement date. 

Seeing that the announcement of financial statements is an “event” that 



67 

 

 

conveys positive or/and negative news in the market regarding a firm‟s financial 

health, we also investigate whether or not the CDS market is efficient in assimilating 

in a similar way both positive and negative news. Notwithstanding whether a 

company is healthy or not, we expect negative results to have a larger impact in the 

CDS market, given that the latter prices a pure downside risk which is asymmetric by 

nature. Elkamhi (2012) confirms that negative and positive accounting releases trigger 

jumps of asymmetrical size in CDS spreads. Hull et al. (2004) and Norden and Weber 

(2004), among others, have shown that the impact of negative news regarding the 

rating of a company on CDS returns is more pronounced and statistically significant 

when compared to the statistically insignificant impact of positive news. Using the 

same theoretical framework from another point of view, we examine the impact of 

positive and negative news for the “unprocessed” information contained in a firm‟s 

financial ratios, rather than for the “processed” information contained in a firm‟s 

credit rating.  

Our findings confirm the robustness of the conclusions drawn above, by 

revealing that the CDS market is efficient in absorbing both positive and negative 

news disseminated by the release of financial statements. In some sense, we verify 

once again that financial ratios do contain relevant information for the value traders, 

since they utilize both positive and negative news when trading on a firm‟s credit risk. 

Specifically, our findings suggest that value traders have already priced part of both 

the imminent negative and positive news related to a firm‟s leverage and liquidity 

before the announcement date. Whereas, most of the good and bad news “surprises” 

regarding a firm‟s profitability are absorbed around the announcement date.  

 The implications of our findings can be significant to the participants of the 

CDS markets. Initially, our results suggest that in determining a firm‟s CDS spread, it 
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is not sufficient for the investors/traders/market makers in the CDS market to closely 

monitor just its equity returns and implied volatility changes. That is, market 

participants have also to consider financial ratios, as they constitute a complementary 

source of information for capturing a firm‟s credit risk. The empirical evidence 

regarding the order of absorption of financial ratios into a firm‟s CDS spreads, on the 

one hand, verifies the efficiency of the CDS market and gives new insights on the 

fine-tuning process following the announcement of financial statements. While, on the 

other hand suggests that the CDS market is faster than the equity market in 

assimilating certain financial ratios. Finally, the aspect of our study that regards the 

asymmetrical impact of financial ratios, sheds ample light on the factors that drive the 

narrowing vs. the widening of CDS spreads. Thus, facilitates the participants in the 

CDS market in better managing the risk of their positions as well as properly 

formulating their investments strategies. It becomes apparent that the participants in 

the CDS market have to zoom in on different focal points in a firm‟s financial 

statements, subject to their investment strategies. To state it differently, they have to 

look at different indicators when buying vs. when selling protection for a given firm, 

as the factors that drive the widening relative to the tightening of CDS spreads are not 

usually the same.  

 The rest of this chapter is organized as follows. Section 3.2 presents the data 

set and some summary statistics. In section 3.3 we introduce our main hypotheses. In 

section 3.4 we present all the empirical results of the analysis. Section 3.5 provides 

the necessary robustness checks to further assess our results and section 3.6 

concludes. 
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3.2.  Data and summary statistics 

3.2.1. Data description 

 Our sample consists of 5yr CDS spreads on senior unsecured debt that are 

downloaded from Bloomberg. These data range from 31 March 2005 to 31 March 

2014 and include companies all over the world for which data is available in 

Bloomberg. The selection of the 5yr CDS spread is primarily due to its higher 

liquidity among all tradable tenors as well as due to practical reasons related to 

Bloomberg providing more quotes than the remaining tradable tenors.  

 The advantages of CDS over corporate bonds lie on the superior liquidity of 

the derivatives relative to the cash market (Longstaff, Mithal and Neis 2005, De Jong 

and Driessen 2012) and the relative ease with which one can build both hedging and 

speculative positions on a particular credit. Since their appearance at the end of the 

„90s, the CDS market has grown to be much larger than the cash. In a sense, 

becoming the preferred market for speculators (hedge funds etc). Empirical evidence 

shows that CDS premia respond faster than bond yields to the arrival of new credit-

related information, with the consequence that the CDS leads the cash market in the 

price discovery process (Hull, Predescu and White 2004, Norden and Weber 2004, 

Blanco, Brennan and Marsh 2005).  

 We further enrich the dataset by including equity returns and at-the-money 

options‟ implied volatilities for each company. Moreover, we include a series of 

macroeconomic variable so as to capture any systematic credit risk premiums in the 

CDS spreads (CGM 2001, Campbell et al. 2003, Das et al. 2009, Bonfim et al. 2009). 

These include: CDS indices, 3m rates (Euribor or Libor), the slope of the yield curve 

(10yr minus 2yr swap rates), difference between the credit spread of BBB firms over 
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AAA firms and the spread between Libor and Overnight Index Swap rates. This latter 

variable is a measure of short-term systematic liquidity risk, which has been identified 

as a significant factor in affecting corporate CDS spreads (Chalamandaris and 

Vlachogiannakis 2013). Macroeconomic variables are mapped to each firm based on 

the country of its operations and its respective currency. Regarding the CDS indices 

considered, they cover companies within broader geographical areas (i.e. ITRAXX 

for Europe, CDX for North America etc.), rather than being bounded to the same 

country or same currency regions. 

 Finally, for each company and for each quarter we also download from 

Bloomberg a wide range of financial ratios that cover the broad categories of leverage 

& capital structure, cash flow protection & liquidity, profitability and financial 

flexibility, as Bloomberg describes them. There are 43 financial ratios included in our 

sample. As we can observe in table 3-1, there are 14 cash flow protection & liquidity 

ratios, 12 leverage & capital structure ratios, 10 profitability ratios and 7 financial 

flexibility ratios. The financial ratios that are examined as potential determinants of a 

firm‟s CDS spread changes are common to many studies from 1968 (Altman) up to 

now, though, none of these studies have examined all of them simultaneously. In 

particular, leverage indicators are used almost in all studies trying to predict financial 

distress (Campbell et al. 2003, Molina et al. 2005, Campbell et al. 2008) or explain 

credit spread changes (CGM 2001). The profitability indicators we examine are 

similar to the ones used in Altman (1968) and Ohlson (1982), while the financial 

flexibility and cash flow protection indicators are common in Das et al. (2009) and in 

Moody‟s Private Debt Manual
15

, among others. 

                                                           
15

 It is published on Moody‟s KMV website. 
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 In setting up our model specifications we do not include any financial ratios 

having an equity market component, since we consider that any stock market 

information is reflected in the raw equity returns used. That is, we opt for 

incorporating directly the channel of the information from the equity market in the 

established models. 

 While there exists a vast literature seeking to pinpoint the potential 

“thresholds” of default conditional on publicly available information, there are fewer 

articles that investigate the impact of changes in firm-specific variable on credit 

spread changes (CGM 2001, Avramov, Jostova and Philipov 2007, Ericsson, Jacobs 

and Oviedo 2009, Huang and Kong 2003). The global financial crisis demonstrated 

clearly that the pricing of the credit risk in the CDS and the corporate bond markets is 

fairly dynamic in nature. That is, changes in the credit spread of an entity are caused 

by both systematic and idiosyncratic factors, the marginal impact of which varies 

dramatically depending on the specificities of its capital structure and its overall 

financial health. At the same time, systematic shocks affect severely the risk appetite 

of investors, thus, causing a severe deterioration in the globally available liquidity. All 

in all, it seems that the mechanism that underlies the market‟s aggregate perception of 

an entity‟s credit risk as an absolute level tends to shift wildly between different 

phases of the business cycle. 

 We conduct our analysis on CDS spread changes rather than levels (Campbell 

and Taksler 2003, Carling et al. 2007, Das et al. 2009, Tang and Yan 2009, Bonfim 

2009), because as Avramov et al. (2007) note the former are directly associated with 

excess bond returns. From a trader‟s perspective, excess returns are the key to bond 

pricing as they determine the risk–return trade-off, thus, affecting decisions 

concerning portfolio allocation, risk management and derivatives pricing in the credit 
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markets. Furthermore, seeing that we are interested in the incremental informational 

content that a CDS trader finds in the release of a new financial statement, and not on 

the validity of a pricing model that he may use to link accounting variables to CDS 

spreads, changes of financial ratios seem more suitable over levels for our purpose. 

Finally, the use of changes leads in more robust models not only because financial 

ratios are non-stationary (Ioannidis, Peel and Peel 2003), but also because the level of 

ratios may be structurally different between different sectors, thus biasing regression 

estimates.    

Market variables, namely CDS spreads, equity prices, implied volatilities and 

macroeconomic indicators, are downloaded for a series of dates around the 

announcement date of the financial statements. Next, we estimate their changes along 

various time intervals surrounding the announcement date of financial statements, 

which are subsequently used for testing our hypotheses. If we denote as: 

 CDS(+1d)i: the CDS level 1 day after the announcement date for quarter i,  

 CDS(-1d)i: the CDS level 1 day before the announcement date for quarter i,  

 CDS(+30d)i : the CDS level 30 days after the announcement date of the 

current quarter i, 

 CDS(+30d)i-1: the CDS level 30 days after the announcement date of the 

previous quarter i-1. 

We calculate two day (
i2DSCD ) as well as quarterly CDS spread changes (

iQSCD ) 

as follows: 
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We follow a similar approach (ln changes) in calculating equity returns and 

CDS index changes, while for the rest of the variables we calculate changes as first 

differences. The abovementioned process is followed for calculating any required 

variable changes across all the time intervals examined. 

 

3.2.2. Summary statistics 

 We exclude companies with missing financial ratios so that our panel dataset 

ultimately consists of 8,721 observations from 467 companies. There are on average 

19 quarterly observations for each company in the sample, out of a total of 37 quarters 

that our dataset spans.  

 In table 3-2 we present the Country (panel A), Credit rating (panel B) and 

Sector (panel C) profile of the sample. Two thirds of the observations come from the 

US, and about two thirds have a credit rating of A or BBB, at the date of downloading 

the dataset. Furthermore, more than 40% of the firms included in the sample belong to 

the consumer goods sector. In table 3-3 we display the sample by quarter dimension. 

There are on average 236 observations per quarter and the average CDS spread for all 

companies included in our sample is 120,3 bps.  

In table 3-4 we present some summary statistics for the variables considered in 

this study. The distribution of CDS quarterly changes is positively skewed and has a 

slight kurtosis. It has a negative median (-2,4%) and a positive mean (1.9%), 

reflecting the existence of more intense CDS increases than decreases. The median 

equity return is 2.3% while the mean  amounts to 0.8%, denoting negative skewness. 

The firms included in our sample have an average operating margin of 13.7%, an 

average leverage of 28.6%, an average debt servicing ability of 11.8 and their debt is 
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on average 10 times their EBITDA. 

 

3.3.   Hypothesis development  

 We develop our analysis in four successive stages, each one following 

naturally from the previous one. We frame each stage in the form of an individual 

hypothesis that we then put to test. The succession of hypotheses that we examine in 

this study can be stated as follows: 

Hypothesis 1: Changes in the financial ratios of a company are relevant for 

explaining part of the observed CDS spread changes. 

This hypothesis can be expressed in the form of the following two-step model:    

 

                                                    

                                       
 

(2) 

               
        

        
          

   
 

(3) 

In equation (2), 
iQS CD  is defined as in (1) for the period starting 30 days 

after the announcement date of the previous quarter up to 30 days after the 

announcement date of the current quarter, ensuring that there is enough time for the 

CDS market to absorb any information conveyed by the financial statements. The 

independent variables include equity returns as well as changes in implied volatility, 

CDS index, 3m rates, term spread (10yr – 2yr), credit spread (BBB – AAA) and 
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liquidity spread (3m Libor – OIS).   

In equation (3), 
iQ RES  corresponds to the residuals derived from equation 

(2). That is, the unexplained part of the CDS changes remaining after considering any 

information in the equity market and the macroeconomic conditions.     
 

 for j= 1:N 

correspond to quarterly changes in financial ratios calculated between quarter i-1 and 

i, which are released to the public just on the announcement date. 

The alternative hypothesis 0 ...21  Nbbb
 
in equation (3) implies that any 

variation in the financial ratios is not related to the observed CDS changes, as any 

information that financial ratios convey might have already been incorporated in the 

equity market or being driven by systematic factors.  

 

Hypothesis 2 

The following two sub-hypotheses constitute jointly our second hypothesis, which are 

tested via an extension in the model specification used under the first hypothesis. 

Hypothesis 2.a: The CDS market is efficient in anticipating changes in the 

financial ratios of a company, before these are officially made public.  

Hypothesis 2.b: CDS changes around the announcement date imply a quicker 

assimilation of certain financial ratios by the CDS market relative to the equity 

market. 

Under H.2 we investigate for the financial ratios that are relevant for CDS 

spread changes across 5 non-overlapping time periods that cumulatively cover the 

period starting 30 days after the announcement date of the previous quarter up to 30 

days after the announcement date of the current quarter. 
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(4) 

          
         

        
        

          
   

 

(5) 

In equation (4) 
it2-t1S CD  is defined as in (1), testing in effect the adjustment 

in the CDS spread explained by the equity market or the macroeconomic conditions 

that takes place between dates t1 and t2 for the announcement of quarter i. Similarly, 

equation (5) investigates the explanatory power of financial ratios on the unexplained 

part of CDS changes. 

The stated hypothesis coincides with the restriction 0 ...21  Nbbb , which 

can be tested against the unrestricted model in (5). Rejection of the restriction for the 

first horizon examined (ΓCDS30-1) implies that a part of the CDS spread adjustment 

takes place before the announcement date as well as prior to the equity market 

(H.2.a). While, rejection of the restriction for the remaining horizons examined 

(ΓCDS1-1, ΓCDS1-7, ΓCDS7-14, ΓCDS14-30) suggests that the CDS market absorbs 

certain type of information faster than the equity market following the release of 

financial statements (H.2.b). 

 

Hypothesis 3: The response of CDS changes is asymmetrical with respect to the 

changes in financial ratios. 
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An OLS estimation of equations (2) & (3) or (4) & (5) reveals a relationship 

between the means of the dependent and the independent variables. However, 

considering that the CDS market prices a pure downside risk which is asymmetric by 

nature, we employee quantile regression so as to estimate whether changes in 

financial ratios of different sign and magnitude have a symmetric impact on the CDS 

spreads. In other words, we investigate whether changes in financial ratios that drive 

CDS widening are different from the ones that trigger CDS tightening. To this end, 

we combine equations (2) & (3) into a single equation (6) so as to investigate whether 

there are any changes in the size or/and in the significance of the coefficients across 

different quantiles. Furthermore, to assess any asymmetries throughout the 

assimilation process of the information contained in financial ratios by the CDS 

market, we extend the analysis so as to cover all the horizons examined under the 

second hypothesis. That is, we merge equations (4) & (5) into a one-step regression 

(eq. 7). 
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Hypothesis 4: The CDS market is efficient in absorbing both positive and 

negative news contained in a firm’s financial statements 

In distinctly capturing how the CDS market assimilates positive and negative 

news, we decompose each financial ratio into two separate ratios. The first takes the 

value of the ratio for positive changes (increases) and zero otherwise, while in the 

second financial ratio we assign negative changes (decreases) and zero otherwise. By 

examining separately the explanatory power of positive relative to negative changes 

in financial ratios, our analysis sheds light on the impact of different type of news, i.e. 

positive vs. negative, on CDS spread changes. The model setup remains identical with 

the one under hypotheses 1 and 2, i.e. equations (2) - (5), apart from the number of 

financial ratios that has been doubled (i.e. from N to 2N). 

 

          
               

                 
              

                
               

                

                 
   

 

(8) 

          
         

        
        

          
    

 

(9) 

 

3.4.  Empirical analysis 

  Generally speaking, an increase in profitability and in liquidity should indicate 

an improvement in the financial health of a firm, thus, tightening its CDS spread. On 
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the other hand, an increase in leverage suggests the heightened financial risk, so 

widening a firm‟s CDS spread. We follow a two-step approach so as to identify 

whether changes in financial ratios are still relevant for determining CDS spreads 

changes. In the first step we regress CDS changes on equity returns, implied volatility 

changes and macroeconomic variables so as to isolate the part of CDS spread changes 

that is not explained by the equity market and the macroeconomic conditions. In other 

words, our approach ensures that equity-related and macroeconomic information is 

considered in the set of explanatory variables. Then, in a second step, we examine 

whether financial ratios have any incremental explanatory power on the residuals 

derived under the first step regression. 

 Among the 43 financial ratios that we examine under the second step (eq. 3), 

we select the variables to be included in our model by implementing the Least 

Absolute Shrinkage and Selection Operator (LASSO) algorithm
16

 (Tibshirani 1996). 

LASSO combines both model parsimony and prediction accuracy and can be 

considered as an “adjusted” version of the Ordinary Least Square (OLS) estimator. 

The OLS estimator minimizes the sum of the squared residuals, while the LASSO 

estimator applies the constraint that the L1 norm (rectilinear distance) of the 

parameters‟ vector is not higher than a given value.  For smaller values of the 

constraint the LASSO contracts the OLS regressors towards zero, enhancing the 

prediction accuracy (Hastie et al. 2001). 

 In more detail, LASSO
17

 minimizes the following expression: 

                                                           
16

 In Appendix 3.A, an overview of LASSO applications is presented. 

17
 We implement the LASSO algorithm by utilizing Matlab‟s command “lasso”. 
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where: 

 N: number of observations. 

 yi: dependent variable at observation i. 

 xi: independent variables, a vector of p values at observation i. 

 b0: constant of the regression 

 b: a p-vector containing the coefficients for the regressors. 

 ι (Lambda): is a positive regularization parameter. As ι increases, the number 

of zero components in b increases. 

 We utilize LASSO so as to opt for only those predictors that are relevant for 

determining CDS spread changes. Seeing that we explore the explanatory power of 43 

financial ratios in determining CDS spread changes, LASSO seems appropriate as it 

overcomes any multicollinearity issues (Tibshirani 1996) while simultaneously takes 

into account any incremental predictive power of each regressor. We select the 

lambda parameter (ι) that minimizes the Mean Square Error, which in turn 

determines the number of independent variables to be included in our models. In 

particular, the higher the value of lambda the more coefficients are shrunk to zero and 

the fewer regressors are included in the model.  

In Appendix 3.B, the trace plots illustrate how the number of coefficients that 

shrunk to zero increases as lambda rises, when moving from the right to the left side 

of the chart. The dashed vertical green line (the second one on the left part of the plot) 

reflects the number of non-zero regressors when the Mean Square Error is minimized. 
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The minimum MSE is identified by applying a 10-fold cross validation. The use of 

10-fold cross validation is supported by empirical evidence provided by Borra and 

Ciaccio (2010). Furthermore, Davison and Hinkley (1997) suggest that 10-fold cross 

validation provides reliable estimates of the prediction error. On top of that, the 

financial ratios selected remain almost the same across different cross validation folds 

(i.e. 5-fold vs. 10-fold vs. 15-fold). 

 After having chosen the set of financial ratios to be used in the model 

specifications, we proceed by performing a linear regression (eq. 3) so as to obtain 

their statistical significance, in line with the approach followed by Kohannim et al. 

(2012). The statistical significance of the coefficients is evaluated based on the 

calculation of robust standard errors that are corrected for heteroskedasticity. Finally, 

we test the independent variables for multicollinearity using variance inflation factors, 

but no such evidence is found.   

 

3.4.1. Hypothesis 1: Changes in the financial ratios of a company are 

relevant for explaining part of the observed CDS spread changes 

 Our results, presented in table 3-5 Panel A, imply that a sub-set of 6 financial 

ratios, out of the 18 selected by LASSO, retain their statistical significance
18

 in 

explaining CDS spread quarterly changes, even after controlling for all the available 

information in the equity market and the macroeconomic environment. Changes in 

liquidity (current ratio), financial flexibility (turnover, book value per share, tangible 

book value per share), leverage (common equity to assets) and the ability of a 

company to decrease its debt from operating profits are statistically significant factors 

                                                           
18

 At the 10% confidence level. 
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in determining CDS spread quarterly changes. Using a simple F-statistic, we test 

hypothesis 1 by evaluating the restriction of (eq. 3) against the unrestricted 

alternative. The validity of this restriction is rejected at the 0.01 confidence level as 

the F-statistic equals 3.11. 

 Our model (eq. 3) explains about 0.7% of the part of CDS spread changes that 

is orthogonal to the stock market. Regarding the regressors selected, we notice the 

following. The positive coefficient for asset turnover implies the increased risk of 

sales expansion mainly during periods that we observe credit tightening, in line with 

the findings of Das et al. (2009). The positive coefficient for Debt to EBITDA reflects 

the increased default risk of firms with disproportional borrowing relative to their 

earning generation capacity. On the other hand, the negative coefficient for current 

ratio signals that an improvement in the liquidity position of a company, as reflected 

in its ability to use its current assets to cover its current liabilities, increases the 

chances for servicing its debt, so tightening its CDS spread. Furthermore, an increase 

in the common equity to assets ratio denotes decreased leverage, leading to decreased 

default risk and CDS tightening.  

Regarding the negative coefficient of tangible book value per share, it 

indicates that the higher the “tangible” recovery rate following a firm‟s liquidation, 

the lower the expected loss for its lenders, hence, the lower its CDS spread. Whereas, 

the positive coefficient of book value per share (BVPS) might be interpreted in the 

context of the negative correlation between asset growth and abnormal stock returns 

(Cooper et al. 2008), suggesting the increased default risk for firms underperforming 

in the equity market. Our results indicate that market participants differentiate their 

responses between changes in BVPS and in tangible BVPS. This finding may reflect 

that the former ratio is camouflaged by intangible assets, while the latter denotes a 
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more precise proxy for the actual recovery rate that the shareholders would receive if 

the company was to be liquidated today. 

 In table 3-5, Panel B, we present the one-step model in which we regress CDS 

changes on financial ratios selected by LASSO, equity returns, implied volatility and 

macroeconomic determinants. Both the statistical significance and the magnitude of 

financial ratio coefficients remain almost at the same levels. So, providing further 

evidence for the incremental explanatory power of financial ratios under the presence 

of variable from the equity market and the economy. Finally, the explanatory power 

of the one-step model is 60.2%, of which 0.7% is attributed solely to financial ratios.  

 In table 3-5, panel B we can also observe that equity returns along with 

changes in the systematic credit risk, captured by changes in the regional CDS index, 

record the highest statistical significance and the biggest coefficients. Finally, CDS 

changes are also positively related with changes in the credit spread premium between 

BBB and AAA rated firms and with changes in the systematic liquidity risk (Libor-

OIS). 

 All in all, we confirm that the equity market and the macroeconomic 

conditions do not incorporate the 100% of a firm‟s credit-related information. In a 

sense, our results suggest that models attempting to capture a firm‟s credit risk have to 

be enriched with financial ratios. That is, financial ratios have a complementary rather 

than an indirect role in pricing the credit risk of a firm, contrary to the findings of 

Batta (2011) but fully in line with the evidence provided by Das (2009) and 

Demirovic (2007), among others. 
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3.4.2. Examine the order of assimilation of financial ratios into the CDS 

spreads 

In order to identify the time point of incorporation of financial ratios into a 

firm‟s CDS spread we decompose CDS spread quarterly changes, which span from 30 

days after the announcement date of the previous quarter up to 30 days after the 

current announcement date, into 5 non-overlapping sub-periods. The analysis across 

all these horizons enables us not only to determine the order of assimilation of 

accounting information into the CDS spreads, but also to pinpoint the financial ratios 

that are assimilated quicker by the CDS market relative to the equity market.  

Our approach is similar to the ones adopted under event studies, as we seek to 

identify the financial ratios that are relevant for determining CDS spread changes in 

intervals around the announcement date, being essentially the “event” of interest. We 

proceed our analysis by framing two distinct hypotheses, the one focusing on the 

period before the announcement date (H.2.a) while the other on the period following 

the announcement date of financial statements (H.2.b). 

 

3.4.2.1 Hypothesis 2.a: The CDS market is efficient in anticipating changes 

in the financial ratios of a company before these are officially made public  

  Under hypothesis 2.a we examine the interval that covers from 30 days after 

the announcement date of the previous quarter up to 1 day before the announcement 

of the current quarter (ΓCDS30-1). This period reveals the financial ratios that are 

incorporated in the CDS spreads before any official announcement of the financial 

statements. We consider in the model contemporaneous changes in macroeconomic 

variables, equity returns and implied volatility changes so as to capture any systematic 
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and firm-specific market-related components in CDS spread changes. The two-step 

approach controls for any information already captured by the equity market, so, 

isolate the financial ratios‟ information that is credit relevant and orthogonal to the 

equity market. In a sense, our approach sheds light on whether there does exist 

privileged access to the firm‟s fundamentals by informed participants in the CDS 

market (Acharya and Johnson 2007), who utilize their private information in 

formulating their trading strategies.    

 If the CDS market is able to predict part of the information that financial ratios 

contain, then part of the adjustment in the CDS spreads will take place before the 

release of the new financial report. We use as dependent variable the ΓCDS30-1 free of 

equity, and examine whether it is explained by the recorded quarterly changes in the 

financial ratios of a firm. Our results, exhibited in table 3-6 panel A, indicate that 

changes in four financial ratios are statistically significant. Thus, suggesting that they 

have already been reflected in CDS spreads one day before their official 

announcement.  

 Using a simple F- Statistic, we test hypothesis 2.a by evaluating the restriction 

of  0 ...21  Nbbb
 
against the unrestricted alternative. That is, we test for the 

non-predictability (restricted model) relative to the predictability (unrestricted model) 

of financial ratios in determining the dependent variable. The validity of this 

restriction is rejected at the 0.01 level as the F-statistic equals 3.87. In particular, 

changes in liquidity (current ratio), financial leverage (assets to equity), financial 

flexibility (tangible book value per share) and the ability of a company to decrease its 

debt (Debt to EBITDA) are already captured by CDS spread changes 1 day before the 

announcement date. Our findings indicate that profitability indicators are not 

statistical significant at any conventional confidence level before the announcement 
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date. However, as we illustrate latter under the 3rd hypothesis, it seems that part of the 

deterioration in a firm‟s profitability also affects CDS spreads before the 

announcement date.   

  In table 3-6 panel B we present the respective one-step model in which the 

dependent variable is the CDS spread changes, instead of the residuals derived by 

regressing CDS changes on equity returns, implied volatility and market-related 

macro variables. Both the statistical significance and the magnitude of financial ratio 

coefficients remain almost at the same levels between panels A and B. The 

explanatory power of the one-step model is 52.9%, of which 0.5% stems from the 

information contained in a firm‟s financial ratios. Furthermore, equity returns along 

with changes in the systematic credit risk (CDS index) record the highest statistical 

significance and the largest coefficients.  

 

 3.4.2.2 Hypothesis 2.b: CDS changes around the announcement date 

imply a quicker assimilation of certain financial ratios by the CDS market 

relative to the equity market 

Under hypothesis 2.b, we study the four remaining intervals that quarterly 

CDS spread changes have been decomposed. We incorporate in the model 

contemporaneous changes in macroeconomic variables so as to capture any 

systematic components in CDS changes. Whereas, equity returns and implied 

volatility changes cover the extended period starting 30 days after the announcement 

of the previous quarter up to the end date for which CDS changes are calculated for 

the current quarter. The intuition behind following this approach for estimating equity 

returns and implied volatility changes, arises from the need to encapsulate the 
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potential lead of the equity market in incorporating certain pieces of information 

before the CDS market. By controlling for past equity returns that may render some 

financial ratios redundant, our analysis sheds light on the originality of the 

information that financial ratios convey in the CDS market. 

 The first sub-period that we examine under H.2.b captures CDS spread 

changes during one day before up to one day after the announcement date of the 

current quarter (ΓCDS1-1). Our results in this interval reveal any unexpected 

information conveyed by the publication of financial statements that is immediately 

absorbed by the CDS market. The other three horizons that we examine include the 

intervals spanning one day after up to 7 days after (ΓCDS1-7), 7 days after up to 14 

days after (ΓCDS7-14) and 14 days after up to 30 days after (ΓCDS14-30) the current 

announcement date. Essentially, focusing on the financial ratios that are subsequently 

absorbed by the CDS market. 

Panel A of table 3-7 presents the results for the interval around the 

announcement date.  Again, we use a simple F-statistic so as to assess the restriction 

of 0 ...21  Nbbb  against the unrestricted alternative. That is, we evaluate the 

non-predictability (restricted model) versus the predictability (unrestricted model) of 

financial ratios in determining CDS spread changes around the announcement date 

window. The validity of this restriction is rejected at the 0.01 level as the F-statistic 

equals 5.59.  

In this interval, financial ratios related to profitability & cash flow protection 

are statistically significant. Specifically, profit margin and operating income to long 

term debt are significant at the 5% and 10% confidence levels respectively. Our 

results imply that earnings are incorporated during the announcement window via 
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some sort of fine-tuning between expected and published results. This finding is in 

line with Callen et al. (2009), who stipulate that earnings announcements are 

statistical significantly and negatively correlated with CDS spread changes.  

Our findings also indicate that an extra financial ratio that belongs to the 

category of cash flow protection is incorporated during the announcement window. 

That is, the adjustment in the CDS spread around the announcement date pertains not 

only to profitability but also to cash flow protection indicators. It appears that the 

CDS market is largely efficient, in agreements with the findings of  Elkami et al. 

(2012), as financial ratios are quickly reflected in CDS spreads. Our analysis 

substantially extends the list of regressors tested by Batta (2014) or/and Callen 

(2009), via examining a much wider set of financial ratios that may participate 

directly in the price discovery process around the announcement date window. All in 

all, our analysis suggests that news trading around the announcement date is relevant 

only for profitability and cash flow protection indicators. 

Finally, panel B of table 3-7 presents the respective one-step model in which 

the dependent variable is the CDS spread changes. Once more, the statistical 

significance and the magnitude of financial ratio coefficients remain nearly 

unchanged. The explanatory power of the one-step model is 17.5%, of which 0.3% 

arises from the information contained in a firm‟s financial ratios. Furthermore, apart 

from equity returns, implied volatility changes are significant in determining CDS 

spread changes in line with the findings of Vassalou and Xing (2004). 

 In panel A of table 3-8 we introduce the financial ratios that are absorbed by 

the CDS market with a short delay, that is, during the first week following the 

announcement date (1 day after up to 7 days after). Overall, the restriction of  
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0 ...21  Nbbb
 
against the unrestricted alternative is rejected at the 0.01 level (F-

statistic = 2.36), suggesting that financial ratios have some predictive power in 

determining CDS spreads in this time period. In particular, changes in financial ratios 

corresponding to the percentage of a firm‟s long term debt over its capital, turnover 

and BVPS are assimilated by the CDS market in this period, thus, leaving room for 

value trading. As expected, the coefficient of long term debt over capital is negative, 

denoting the decreasing credit risk of firms that manage to substitute part of their 

short term obligations for longer term funding. 

 Moving in panel B of table 3-8 we show the respective one-step model. Again, 

the statistical significance and the size of financial ratio coefficients remain nearly 

unchanged. The explanatory power of the one-step model is 27.6%, of which 0.4% 

stems exclusively from the information contained in financial indicators. Finally, both 

equity returns and implied volatility changes are significant for driving CDS spread 

changes in this sub-period. 

 Proceeding with the financial ratios that are assimilated by the CDS market 

during the second week following the announcement date (7 day after up to 14 days 

after), we present our results in table 3-9 panel A. Once more, the restriction of 

0 ...21  Nbbb  against the unrestricted alternative is rejected at the 0.01 level (F-

statistic = 3.39), suggesting that there does exist incremental information in financial 

ratios. In particular, the information conveyed by asset turnover and BVPS remains 

relevant for the CDS market. Furthermore, operating income to long term debt 

appears as an extra indicator that accounts for CDS changes. At first sight, the 

positive sign of the coefficient seems counterintuitive, though, a more careful analysis 

of the ratio‟s constituents reveals that it might not be. That is, it can be an increase 
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(decrease) in the long term debt on the denominator that signals decreased (increased) 

credit risk, so that corporate CDS spreads tighten (widen).  Benkert (2004) also finds 

similar results when examining the determinants of CDS premia. In particular, he 

observes positive coefficients for the earning indicators (i.e. earnings to sales, 

earnings to interest) used in his models.  

The statistical significance and the size of financial ratio coefficients stay 

almost the same in the respective one-step model presented in panel B of table 3-9. 

The explanatory power of the one-step model is 30.4%, of which 0.4% arises 

exclusively from the information contained in financial ratios. Lastly, equity returns 

as well as implied volatility changes are statistically significant. 

Last but not least, in the subsequent third and fourth weeks following the 

announcement date (14 days after up to 30 days after) the restriction of 

0 ...21  Nbbb
 
against the unrestricted alternative is again rejected at the 0.01 

level (F-statistic = 4.54). Hence, implying that there does exist supplementary 

information that value traders utilize in this sub-period. Specifically, we identify cash 

flows from operations to total debt, tangible assets turnover and common equity to 

capital as important determinants of CDS spread changes (table 3-10, panel A). That 

is, the ability of a company to serve its debt measured by its operational cash flows as 

well as the tangible assets turnover appear as the last variables to be assimilated by 

the CDS market. The negative coefficient of sales to tangible assets suggests that 

increased efficiency mitigates the concerns about the financial health of a firm, thus, 

causing the tightening of its CDS spread.  

Similarly to the previous intervals already examined, the statistical 

significance and the size of financial ratio coefficients do not change materially in the 
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respective one-step model presented in panel B of table 3-10. The explanatory power 

of the one-step model is 36.2%, of which 0.5% can be attributed to a firm‟s financial 

ratios. Our findings possibly indicate value traders‟ emphasis on the “details” of 

financial statements, as the days after the announcement date go by. Lastly, equity 

returns and implied volatility changes are also statistically significant.  

 Our findings concerning the significance of implied volatility for determining 

ΓCDS1-1, ΓCDS1-7, ΓCDS7-14 and ΓCDS14-30 are in line with Tang (2009) and 

Campbell (2003). The former identifies implied volatility as the most important firm 

specific credit spread determinant, while the latter highlights the significance of 

idiosyncratic equity volatility in corporate bond yield spreads, even in the presence of 

other important factors that drive credit risk. Last but not least, our empirical evidence 

is supported by the intuition gained from structural models, in the sense that the price 

of an out-of-the-money put depends strongly on the implied volatility of the 

underlying. That is, asset volatility is related to equity volatility and leverage. 

 All in all, our findings suggest that changes in financial ratios are translated 

gradually into CDS spread changes, with a large part already captured in corporate 

CDS spreads well before the announcement date. Our analysis also implies that the 

CDS market assimilates faster certain financial ratios relative to the equity market, 

further verifying the conclusions drawn by Acharya (2007) and Batta (2014). 

Therefore, supporting the complementary rather than the indirect role of financial 

ratios in determining CDS spreads in each sub-period examined.  
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3.4.3. Hypothesis 3: The response of CDS changes is asymmetrical with 

respect to the changes in financial ratios 

 Under hypothesis 1 and 2, we have found evidence that financial ratios are still 

relevant for trading credit risk. However, it goes without saying that the CDS market 

prices a pure downside risk, which is asymmetric by nature. Hence, to what extent 

these financial ratios are significant both for CDS tightening and widening as well as 

whether they trigger  a symmetrical impact on CDS spreads remain open questions.  

We examine this asymmetry with the help of quantile regression analysis. Indeed, 

while the method of ordinary least squares calibrates the coefficients of the 

independent variables for explaining the conditional mean of the dependent variable, 

quantile regression provides us with estimates of either the median or other quantiles 

of the response variable. Therefore, it seems to be the natural tool to distinguish 

between potentially different sets of regressors, along with their respective coefficient 

patterns, which may cause a different response to the CDS market. 

 We perform the analysis for each of the one-step models developed under 

hypotheses 1 and 2 across the following 5 quantiles: 10%, 25%, 50%, 75% and 90%. 

At the lower quantiles, i.e. 10% - large negative changes and 25% - medium negative 

changes, we examine what drives CDS spread decreases (tightening). Whereas, at the 

upper quantiles, i.e. 75% - medium positive changes and 90% - large positive 

changes, we examine what drives CDS spread increases
19

 (widening). It is the upper 

quantiles that are of major interest to us, since these quantiles reveal the real 

“culprits”  that are perceived as significant in leading firms to default. 

 The quantile regression results are displayed for each of the one-step models 

                                                           
19

 See also table 3-4 for more information regarding the descriptive statistics of the variables examined. 
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in tables 3-11.a-f. Our results indicate that equity returns are the most significant 

issuer-specific determinant of its CDS spread changes, being significant across all 

quantiles. Implied volatility increases in significance for CDS spread widening, 

though, it is significant only for the short intervals around or after the announcement 

date, but not before the announcement date. Improvement in a firm‟s liquidity 

position mainly drives CDS tightening before the announcement date, while part of 

the deterioration in liquidity affects CDS widening after the announcement date. On 

the contrary, a deterioration in leverage or/and in profitability drives CDS widening 

before the announcement date, while a respective improvement impacts on CDS 

tightening after the announcement date. A second aspect of interest regarding 

profitability is that decreased profitability affect more CDS widening than increased 

profitability CDS tightening.   

In detail, regarding the quarterly CDS spread changes (table 3-11.a), we note 

that CDS tightening is primarily driven by increased cash flow protection and 

liquidity indicators [interest coverage (q:10%), free cash flow per share (q:10%) and 

current ratio (q:25%)] as well as by decreased turnover (q:10-50%). On the other 

hand, CDS widening stems from a deterioration in profitability [operating income per 

share (q:75%)] and in financial flexibility [retained earnings to tangible assets (q:75-

90%)]. Particularly, we notice that the coefficient of the retained earnings to tangible 

assets change is almost tripled for the upper quantiles, i.e. -0.078 for the 75% and -

0.22 for the 90% quantiles, while at the same time increases in statistical significance. 

Thus, suggesting the higher impact of decreasing profitability for CDS spreads 

widening.  

Leverage indicators are significant both for CDS spread tightening and 

widening [equity to assets (q:25-75%), debt to EBITDA (q:75-90%)]. Specifically, we 
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observe that the coefficient for debt to EBITDA is almost doubled for the upper 

quantiles, i.e. -0.0004 and -0.00076 for the 75% and the 90% quantiles respectively, 

as well as slightly more statistical significant. We also note that changes in book value 

per share (q:25-90%) are significant across almost all quantiles. As expected, equity 

returns remain highly significant and negatively correlated with CDS changes in all 

quantiles. Whereas, systematic credit risk (CDS index) is positively correlated with 

CDS changes, with an increasing impact for higher CDS spread increases. 

 Prior to the announcement date (table 3-11.b), CDS tightening is driven by 

improvements in firm‟s cash flow protection and liquidity [EBITDA less capital 

expenditure to interest expenses (q:25%)], as well as decreased turnover [asset 

turnover (q:10-25%)]. Whereas, increased leverage [asset to equity (q:75%), debt to 

EBITDA (q:75%)], decreased profitability [pretax margin (q:75%)] and deteriorating 

financial flexibility [tangible book value per share (q:50-75%)] lead to CDS widening.  

 In the window around the announcement date (table 3-11.c), which spans one 

day before up to one day after the announcement date, only changes in profitability 

are significant both for CDS tightening and widening [profit margin (q: 25%, 90%)]. 

In other words, it appears that the CDS market incorporates any unexpected 

improvement or/and deterioration in a firm‟s profitability, under a fine-tuning process 

that takes place around the announcement date window. However, both the size and 

the statistical significance of the coefficients increase in the upper quantiles. Hence, 

verifying the asymmetrical impact that a decrease in profitability has on a firm‟s CDS 

spread, relative to a respective increase. Finally, we observe that changes in implied 

volatility are statistically significant across almost all quantiles (q:25-90%), although, 

with higher coefficients in the upper quantiles. Therefore, verifying the findings of 

GCM (2001) who note that increases in volatility have a stronger impact on credit 
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spreads rather than decreases. 

 In table 3-11.d we present our results for the period spanning one day after up 

to 7 days after the announcement of the current quarter. Note that improvement in 

leverage [equity to assets (q:10%), debt to EBITDA (q:10%)], in the funding structure  

via an increase in longer term funding [long term debt to total capital (q:25-50%)], 

and in profitability [(operating margin (q:10-25%)] tighten CDS spreads. Another 

aspect of interest is that CDS spreads are driven by a leverage increase before the 

announcement date (table 3-11.b), while it is a decrease in leverage that impacts on 

CDS spreads after the announcement date. On the other hand, CDS spreads widen 

when profitability decreases [pretax income per share (q:90%)] and when financial 

flexibility deteriorates [tangible book value per share (q:75%), book value per share 

(q:50-90%)]. Finally, changes in implied volatility are statistically significant in all 

quantiles (q:10-90%), although, with increasing sensitivities for the upper quantiles.  

 During the second week following the announcement date (table 3-11.e), our 

findings imply that book value per share is significant for the majority of the quantiles 

(q:10-75%). Furthermore, CDS tightening is triggered by the decreased risk of firms 

moving towards a longer term funding mix [operating income to long term debt 

(q:10%)], while CDS widening arises from decreased liquidity [quick ratio (q:75%)]. 

 At the last interval spanning the third and fourth week following the 

announcement date (table 3-11.f), we observe that both CDS tightening and widening 

are driven by changes in firm‟s cash flow protection [operating cash flows to total 

(q:25-75%)] and financial flexibility ratios [tangible asset turnover (q:25-90%), book 

value per share (q:25%, 75%)]. In particular, changes in tangible asset turnover are 

significant both for CDS tightening and CDS widening, while asset turnover changes 

are significant only for CDS tightening (tables 3-11.b, 3-11.d, 3-11.e). That is, 
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investors consider a decrease in a firm‟s sales expansion as a risk mitigating factor, to 

the extent that any decreased sales are not backed by tangible assets. Regarding the 

impact of leverage, a slight decrease [equity to capital (q:25%)] contributes also to 

CDS tightening. Furthermore, it might be that value traders perform some type of 

fine-tuning for profitability indicators in this interval, since pretax income per share 

becomes significant for CDS tightening (q:10-50%), though, with a different than 

expected sign. Once again, implied volatility changes are statistically significant in 

almost all quantiles (q:25-90%).  

 A final observation is that the explanatory power of the models rises 

significantly when we move to higher quantiles across all the model specifications 

examined. Particularly, R-squared increases from 31.8% for the 10% quantile to 

44.9% for the 90% quantile in table 3-11.a, from 26.3% (10% quantile) to 40.4% 

(90% quantile) in table 3-11.b, from 8.7% (10% quantile) to 14.8% (90% quantile) in 

table 3-11.c, from 12.5% (10% quantile) to 22.3% (90% quantile) in table 3-11.d, 

from 15.2% (10% quantile) to 22.7% (90% quantile) in table 3-11.e and from 18.7% 

(10% quantile) to 24.7% (10% quantile) in table 3-11.f. In short, the model 

specifications indicate the existence of strong links between adverse changes in a 

firm‟s financial ratios and a deterioration in its market price of credit risk. However, 

when it comes to interpreting the improvement of CDS spreads as being caused by 

favorable changes in the financial ratios, this link appears much weaker.  

 All in all, the above analysis indicates that the responses of the CDS market 

are asymmetrical with respect to changes in financial ratios. Thus, we verify once 

again the inherent asymmetric nature of credit risk, as reflected both in the magnitude 

and the statistical significance of the regressor coefficients that drive CDS widening 

relative to CDS tightening. 
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3.4.4. Hypothesis 4: The CDS market is efficient in absorbing both positive 

and negative news contained in firms’ financial statements 

Considering that the announcement of financial statements is an “event” that 

conveys positive or/and negative news in the market regarding a firm‟s financial 

health, we next proceed in examining whether or not the CDS market is efficient in 

assimilating in a similar way both positive and negative news. Elkamhi (2012) 

confirms that accounting releases of good and bad news trigger jumps of 

asymmetrical size in CDS spreads. In a similar vein, Hull et al. (2004) and Norden 

and Weber (2004), among others, have shown that the impact of negative news 

regarding the rating of a company on CDS returns is more pronounced and 

statistically significant when compared to the statistically insignificant impact of 

positive news. Using the same theoretical framework, we examine the impact of news 

for the “unprocessed” information contained in a firm‟s financial ratios rather than for 

the “processed” information contained in a firm‟s credit rating.  

In performing our analysis we decompose each financial ratio into two separate 

ratios. The one takes the value of the ratio for positive changes (increases) and zero 

otherwise, while in the other we assign negative changes (decreases) and zero 

otherwise. By examining separately the explanatory power of positive relative to 

negative financial ratio changes, our analysis sheds light on the impact of different 

type of news, i.e. positive or negative, on CDS spread changes.  

Our results regarding the financial ratios that are relevant for determining 

quarterly CDS spread changes are presented in table 3-12. In particular, we can note 

the following: 
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 Positive news for cash flow ratios (increase in EBITDA less capital 

expenditure to interest expenses) tightens CDS spreads. 

 Positive (decrease in financial leverage, increase in long term debt to total 

capital) and negative news (decrease in common equity to total assets, increase 

in debt to EBITDA) for leverage, tightens and widens CDS spreads 

respectively.  

 Increases in certain financial flexibility indicators (increase in asset turnover, 

increase in book value per share) are translated as negative news by the CDS 

market, so driving CDS spread widening.  

In table 3-13 we exhibit the model that examines the financial ratios that are 

relevant for determining CDS spread changes up to 1 day before the announcement of 

financial statements. Our findings point that the CDS market is efficient in 

assimilating before the announcement date, part of the information related to a firm‟s 

liquidity and leverage conditions. Furthermore, we confirm that not only negative but 

also positive news are significant, implying that the CDS market is efficient in 

absorbing any type of available information, irrespective of being good or bad. 

Specifically, we can observe the following: 

 Both positive (increase in current ratio) and negative news (decrease in 

operating income to total capital) about a firm‟s cash flow protection are 

significant for explaining CDS spread changes. 

 Both positive (decrease in financial leverage) and negative news (increase in 

debt to EBITDA) about leverage are significant for determining CDS spread 

changes. 

In table 3-14 we present the regression analysis around the announcement date 
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(1 day before up to 1 day after) of financial statements. Both good and bad news 

surprises regarding a firm‟s profitability or liquidity are absorbed by the CDS market 

around the announcement date, in line with the findings under H.2b. Particularly, we 

can notice: 

 Both positive (increase in current ratio) and negative news (decrease in quick 

ratio) about a firm‟s cash flow protection are statistically significant for 

explaining CDS spread changes. 

 Both positive (increase in profit margin) and negative news (decrease in EBIT 

margin) about profitability are absorbed by the CDS market around the 

announcement date. 

The results for the period spanning 1 week after the announcement of financial 

statements, displayed in table 3-15, indicate that: 

 Positive news for leverage (increase in equity to capital) tightens CDS spreads. 

 Negative news for tangible book value per share (decrease) widens CDS 

spreads. 

During the second week following the announcement of financial statements, 

our results, presented in table 3-16, point that: 

 Negative news for leverage (increase in debt to common equity) widens CDS 

spreads. 

 Positive news for earnings (increase in earnings per share) tightens CDS 

spreads. 

 Positive news for cash flow (increase in free cash flow per share) tightens 

CDS spreads. Furthermore, the coefficients for some other cash flow ratios 
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have counterintuitive signs, possibly reflecting a fine-tuning between expected 

and realized figures. 

Finally, during the third and fourth weeks following the announcement date, we 

can observe in table 3-17 the following: 

 Both positive (increase in cash flow from operations to total debt) and 

negative news (decrease in cash flow from operations to total debt) about a 

firm‟s cash flow protection are statistically significant for explaining CDS 

spread changes. 

 Positive news for efficiency (increase in sales turnover over tangible assets) 

tightens CDS spreads, while negative news for efficiency (increase in book 

value per share) widens CDS spreads.  

 Negative news for leverage (decrease in equity to capital) widens CDS 

spreads. 

All in all, our findings  verify the robustness of the conclusions drawn under the 

previous hypotheses tested (H.1, H.2a, H.2b). This is done by confirming that the 

CDS market is efficient in absorbing both positive and negative news disseminated by 

the release of financial statements. In some sense, suggesting once again that financial 

ratios do contain significant information for the value traders.  
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3.5.  Robustness checks 

 In an attempt to assess the robustness of our results we re-examine the models 

under hypotheses 1 and 2 using as a variable selection algorithm the Elastic Net
20

 

approach instead of LASSO. All the variables selected by the Elastic Net method 

across the 5 time intervals that quarterly CDS spread changes are decomposed remain 

identical with the ones selected by LASSO (Hypothesis 2). Regarding the 

determinants of quarterly CDS spread changes (Hypothesis 1), LASSO selects 3 

variables that are not selected by the Elastic Net as. However, the Elastic Net method 

ends up in choosing rather similar variables, leading to no change in our qualitative 

conclusions. Finally, we test the third hypothesis by using as dependent variable the 

residuals derived after having controlled CDS spread changes for equity returns, 

implied volatility changes as well as changes in the macroeconomic indicators. 

Overall, our findings, presented in Appendix 3.C, imply that the main conclusions still 

hold. The only notable difference pertains to the statistical significance not only of the 

ratios that reflect an improvement (CDS tightening), but also of the ones that reflect a 

deteriorations (CDS widening) in a firm‟s liquidity position before the announcement 

date (table 3.C.b). 

   

3.6.  Conclusions 

 Our findings indicate that changes in financial ratios are absorbed gradually by 

the CDS market, with a large part already captured in a firm‟s CDS spread well before 

the announcement date. The CDS market also appears to lead the equity market in 

discovering certain financial ratios both before as well as after the announcement date 

                                                           
20

 The Elastic Net integrates the penalty terms of Ridge regression and LASSO.  
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of financial statements. Therefore, providing evidence for the incremental 

informational content of financial ratios in determining CDS spreads for the value 

traders.  

 Moreover, our results not only verify the asymmetrical impact of financial 

ratios on CDS widening relative to CDS tightening, but also link CDS changes of 

different direction and magnitude to different sets of determinants. Finally, we find 

that the CDS market is efficient in absorbing both positive and negative news around 

the announcement of financial statements. Essentially, suggesting that value traders 

utilize both positive and negative news under the price discovery process.   
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3.7.  Tables of results 

Table 3-1: Financial ratios per accounting category 

  
Cash flow protection & 

liquidity 

Leverage & capital 

structure 
Profitability  Financial flexibility 

1 
Cash and cash equivalents 

per share 
Assets to equity 

EBIT margin 

[EBIT / sales] 

Asset turnover 

(sales / assets) 

2 Cash to current assets 
Common equity to total 

assets 
Earnings per share Book value per share 

3 Cash flow per share 

Common equity to total 

capital  

[common equity / (ST and 

LT borrowings + repos + 

pref. equity + minority int. 

+ total common equity)] 

Operating income per 

share 

Increase in equity as a 

percent of total liabilities 

4 

Cash ratio 

[(cash & near cash items + 

marketable securities) / 

current liabilities] 

Financial leverage 

[total assets / total common 

equity] 

Operating margin 
Increase in liabilities as a 

percent of total liabilities 

5 
Cash from operation to 

total debt 

Long term debt to total 

capital 
Pretax income per share 

Tangible book value per 

share 

6 

Quick ratio 

[(cash and near cash items 

+ marketable securities and 

short term investments 

+ accounts and notes 

receivable) 

 / current liabilities] 

Net debt to shareholders 

equity 

[(short-term + long-term 

borrowings - cash - 

marketable securities) 

/shareholders equity] 

Pretax margin 
Retained earnings to 

tangible assets 

7 

EBITDA less capital 

expenditure to interest 

expenses 

Debt to EBITDA Profit margin 
Sales turnover to tangible 

assets 

8 
EBITDA to total interest 

expenses 

Total debt to common 

equity 

Return on common 

equity 
  

9 Free cash flows per share 
Total debt to tangible book 

value 
Return on assets   

10 
Operating income to 

current liabilities 
Total debt to total assets EBIT to tangible assets   

11 
Operating income to long 

term debt 
Total debt to total capital      

12 
Operating income to total 

capital 

Shareholders equity to total 

liabilities 
    

13 

Current ratio 

[current assets / current 

liabilities] 

      

14 
Working capital to tangible 

assets 
      

Table 3-1: The financial ratios, classified in broad accounting categories per area of risk assessment, 

that are examined in our analysis for explaining CDS spread changes are presented. 
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Table 3-2: Country & credit rating profile of our sample 

Panel A 
 

Panel B   

Country Observations 
 

Credit rating Issuers 

United States 5,725 
 

AAA 3 

Japan 802 
 

AA 29 

France 415 
 

A 117 

Canada 407 
 

BBB 187 

Britain 396 
 

BB 54 

Germany 311 
 

B 20 

Netherlands 190 
 

CCC 3 

Switzerland 155 
 

Not Rated 54 

Australia 96 
 

Total 467 

Finland 46 
 

  Sweden 38 
 

Panel C   

Italy 29  
Sectors Issuers 

Greece 28 

 

Basic Materials 44 

Austria 20 

 

Communications 45 

Spain 19 

 

Consumer, Cyclical 101 

Ireland 17 

 

Consumer, Non-cyclical 95 

Belgium 16 

 

Diversified 1 

Norway 11 

 

Energy 40 

Total 8,721 

 

Financial 7 

   

Industrial 86 

   

Technology 20 

   

Utilities 28 

   

Total 467 

Table 3-2: Panels A, B and C present the Country, Credit rating and Sector profile of our sample 

respectively. There are 8,721 observations in the sample that are downloaded from Bloomberg. The 

dataset ranges from 31/3/2005 to 31/3/2014 and include companies all over the world for which data is 

available on Bloomberg. About two thirds of the observations come from the US, and about two thirds 

have a credit rating of A or BBB, as of the date of downloading the dataset.  

.  
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Table 3-3: Analysis of sample by quarter dimension 

Quarter End date Observations Average CDS spread (in b.p.) 

1 31-Mar-2005 87 55.6 

2 30-Jun-2005 97 56.6 

3 30-Sep-2005 119 54.4 

4 31-Dec-2005 137 53.5 

5 31-Mar-2006 131 50.1 

6 30-Jun-2006 177 50.5 

7 30-Sep-2006 160 44.4 

8 31-Dec-2006 186 36.7 

9 31-Mar-2007 153 38.6 

10 30-Jun-2007 208 56.9 

11 30-Sep-2007 192 57.9 

12 31-Dec-2007 238 110.2 

13 31-Mar-2008 183 100.1 

14 30-Jun-2008 255 130.2 

15 30-Sep-2008 226 221.2 

16 31-Dec-2008 261 285.9 

17 31-Mar-2009 207 220.2 

18 30-Jun-2009 289 139.7 

19 30-Sep-2009 234 140.8 

20 31-Dec-2009 266 120.7 

21 31-Mar-2010 250 116.2 

22 30-Jun-2010 301 125.0 

23 30-Sep-2010 261 122.0 

24 31-Dec-2010 309 104.5 

25 31-Mar-2011 285 108.4 

26 30-Jun-2011 350 120.9 

27 30-Sep-2011 312 152.8 

28 31-Dec-2011 352 144.0 

29 31-Mar-2012 275 165.8 

30 30-Jun-2012 328 165.7 

31 30-Sep-2012 273 139.1 

32 31-Dec-2012 304 124.5 

33 31-Mar-2013 262 117.4 

34 30-Jun-2013 311 114.5 

35 30-Sep-2013 261 103.7 

36 31-Dec-2013 292 92.3 

37 31-Mar-2014 189 76.7 

Total   8,721 120.3 

Table 3-3: The number of observations per quarter as well as the average CDS spread for each quarter 

are presented. Our dataset includes 8,721 observations of 5yr CDS spreads changes on senior debt. 

There are on average 236 observations per quarter, and the average CDS spread for all companies 

included in the sample is 120.3 b.p.. 
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Table 3-4: Descriptive statistics of indicative variables 

  ΔCDS 3m   

Equity 

Returns 

3m 

  

ΔImplied 

Volatility 

3m 

  

Δ(Cash to 

Current 

Assets) 

  

Δ(EBITDA less 

capital exp. to 

Interest expenses) 

  
Δ(Tangible 

BVPS) 
  

Δ(Sales to 

Tangible 

Assets) 

  
Δ(Debt to 

EBITDA) 
  

Δ(Debt to 

Assets) 
  

Δ(Operating 

Margin) 

 Mean 1.9%  0.8%  -0.7%  7.6%  21.0%  -3.3%  0.0%  32.0%  0.2%  -11.8% 

 Median -2.4%  2.3%  -2.7%  3.2%  -0.4%  1.1%  0.0%  -3.3%  -17.9%  0.9% 

 Maximum 172.0%  80.9%  246.7%  35.37  186.25  2.59  0.35  144.77  14.34  31.36 

 Minimum -146.7%  -114.0%  -333.9%  -34.45  -118.33  -3.53  -0.32  -114.64  -10.08  -34.86 

 Std. Dev. 0.3609  0.1661  0.4013  7.65  16.42  0.50  0.06  14.64  2.54  6.25 

 Skewness 0.8516  -1.1089  0.4005  0.11  3.86  -1.73  0.08  2.17  1.11  -0.31 

 Kurtosis 4.9952  7.9179  7.3057  7.66  70.24  19.77  13.25  56.03  9.99  11.21 

 Observations 8,721  8,721  8,721  8,702  8,721  8,701  8,719  8,711  8,711  8,717 

                    

  
Δ(Profit 

Margin) 
  

Cash to 

Current 

Assets 

(%) 

  

Sales to 

Tangible 

Assets 

  
Tangible 

BVPS 
  

EBITDA less 

capital exp. to 

Interest expenses 

  
Debt to 

EBITDA 
  

Debt to 

Assets (%) 
  

Operating 

Margin 

(%) 

  

Profit 

Margin 

(%) 

    

 Mean -16.8%  24.79  0.33  5.08  11.77 

 

10.24  28.58  13.73  7.96  
  Median 1.4%  21.56  0.27  3.77  5.81 

 

7.48  26.54  11.87  6.74  
  Maximum 85.94  79.6  1.8  55.4  495.6 

 

127.9  70.7  54.3  64.7  
  Minimum -95.90  0.3  0.1  -39.7  -18.3 

 

-42.2  0.3  -14.4  -75.8  
  Std. Dev. 12.42  17.0  0.2  11.1  35.2 

 

12.0  13.3  10.2  10.9  
  Skewness -0.59  0.9  2.1  0.6  10.7 

 

4.3  0.6  1.0  -0.7  
  Kurtosis 29.03  3.5  9.8  6.6  136.3 

 

39.5  3.1  4.5  20.1  
  Observations 8,718   8,719   8,720   8,712   8,721   8,721   8,721   8,720   8,720     

Table 3-4: We display descriptive statistics for the variables used in the formation of our hypotheses.  
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Table 3-5: Determinants of CDS spread quarterly changes  

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

  
Panel A 

 
Panel B 

Number of obs: 

 

8,440 

 

8,440 

F / Prob >  F :  

 

3.11 / 0 

 

317.01 / 0 

Overall R
2 
: 

 

0.7% 

 

60.2% 

Dependent Variable: 

 

Residualsq 

(Unexplained part of ΔCDS) 

 

ΔCDSq 

  

Coefficient 
t-

statistics 

p-

value  
Coefficient 

t-

statistics 

p-

value 

Γ(Current ratio) 

 

-0.02096 -1.81 0.070 
 

-0.02143 -1.85 0.065 

Γ(EBITDA less capital expenditure to Interest 

expenses) 
-0.00026 -1.54 0.123 

 
-0.00027 -1.56 0.120 

Γ(Free Cash flows per share) 

 

-0.00188 -0.97 0.332 
 

-0.00190 -0.98 0.328 

Γ(Operating income to Total Capital) 

 

0.00156 1.11 0.265 
 

0.00160 1.14 0.256 

Γ(Asset Turnover) 

 

0.10780 2.16 0.031 
 

0.11329 2.24 0.025 

Γ(Book Value per share) 

 

0.14859 4.57 0.000 
 

0.15353 4.71 0.000 

Γ(Increase in Liabilities as a percent of Total 

Liabilities) 
-0.000002 -0.96 0.339 

 
-0.000002 -0.93 0.350 

Γ(Tangible Book Value per share) 

 

-0.01127 -2.04 0.042 
 

-0.01122 -2.02 0.043 

Γ(Retained Earnings to Tangible Assets) 

 

-0.03526 -0.99 0.324 
 

-0.03526 -0.99 0.323 

Γ(Assets to Equity) 

 

0.00307 1.22 0.222 
 

0.00321 1.27 0.203 

Γ(Common equity to Total assets) 

 

-0.00345 -2.45 0.014 
 

-0.00358 -2.53 0.012 

Γ(Financial Leverage) 

 

0.00234 1.00 0.316 
 

0.00232 0.99 0.321 

Γ(Debt to EBITDA) 

 

0.00037 1.76 0.078 
 

0.00037 1.76 0.079 

Γ(Total Debt to Common Equity) 

 

0.00011 1.17 0.242 
 

0.00011 1.21 0.227 

Γ(Earnings per share) 

 

-0.00196 -0.70 0.483 
 

-0.00190 -0.68 0.498 

Γ(Operating income per share) 

 

-0.00269 -0.58 0.561 
 

-0.00265 -0.57 0.568 

Γ(Operating Margin) 

 

-0.00012 -0.23 0.816 
 

-0.00012 -0.23 0.820 

Γ(Pretax Margin) 

 

-0.00020 -0.87 0.387 
 

-0.00020 -0.86 0.389 

Γ(Equity Returns) 

 

- - - 
 

-0.37914 -18.07 0.000 

Γ(Implied Volatility) 

 

- - - 
 

0.00016 1.09 0.277 

Γ(CDS Index) 

 

- - - 
 

0.72630 50.78 0.000 

Γ(3m Rates) 

 

- - - 
 

-0.01553 -1.71 0.087 

Γ(Term Spread (10yr - 2yr)) 

 

- - - 
 

0.01661 1.71 0.088 

Γ(Credit Spread (BBB-AAA)) 

 

- - - 
 

0.06239 7.25 0.000 

Γ(Libor - OIS spread) 

 

- - - 
 

0.05521 3.01 0.003 

Constant   -0.00272 -0.99 0.321   0.00932 3.44 0.001 

Table 3-5 reports regression coefficients, t-statistics and p-values for testing Hypothesis 1. As 

dependent variable in panel A we consider the residuals of CDS spread quarterly changes after 

controlling for equity returns, implied volatility changes as well as changes in market variables related 

to macroeconomy. Whereas, in panel B the dependent variable pertains to CDS spread quarterly 

changes. The independent variables in panel A include only the financial ratios that are selected by the 
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LASSO estimator. While, the regressors used under panel B include the aforementioned financial 

ratios, equity returns, implied volatility changes and changes in macroeconomic variables.  
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Table 3-6: Assimilated financial ratios by the CDS market  up to 1 day prior the announcement date 

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

  
Panel A 

 
Panel B 

Number of obs: 

 

8,517 

 

8,517 

F / Prob >  F :  

 

3.87 / 0 

 

314.2 / 0 

Overall R
2 
: 

 

0.5% 

 

52.9% 

Dependent Variable: 

 

Residuals30-1 

(Unexplained part of ΔCDS) 

 

ΔCDS30-1 

  

Coefficient 
t-

statistics 

p-

value  
Coefficient 

t-

statistics 

p-

value 

Γ(Current ratio) 

 

-0.02031 -2.12 0.034 
 

-0.02035 -2.12 0.034 

Γ(EBITDA less capital expenditure to Interest 

expenses) 
-0.00015 -1.20 0.232 

 
-0.00016 -1.21 0.227 

Γ(Operating income to Total Capital) 

 

0.00152 1.31 0.189 
 

0.00153 1.32 0.188 

Γ(Asset Turnover) 

 

0.04522 1.09 0.276 
 

0.04575 1.09 0.274 

Γ(Tangible Book Value per share) 

 

-0.01063 -2.36 0.018 
 

-0.01065 -2.35 0.019 

Γ(Retained Earnings to Tangible Assets) 

 

-0.02550 -0.89 0.371 
 

-0.02622 -0.91 0.360 

Γ(Financial Leverage) 

 

0.00339 2.37 0.018 
 

0.00341 2.38 0.017 

Γ(Debt to EBITDA) 

 

0.00039 2.65 0.008 
 

0.00039 2.64 0.008 

Γ(Pretax Margin) 

 

-0.00019 -1.06 0.289 
 

-0.00020 -1.06 0.289 

Γ(Equity Returns) 

 

- - - 
 

-0.36970 -15.01 0.000 

Γ(Implied Volatility) 

 

- - - 
 

0.00008 0.75 0.452 

Γ(CDS Index) 

 

- - - 
 

0.67681 46.33 0.000 

Γ(3m Rates) 

 

- - - 
 

-0.01341 -1.26 0.208 

Γ(Term Spread (10yr - 2yr)) 

 

- - - 
 

0.02070 1.75 0.081 

Γ(Credit Spread (BBB-AAA)) 

 

- - - 
 

0.08629 9.23 0.000 

Γ(Libor - OIS spread) 

 

- - - 
 

0.00178 0.12 0.901 

Constant   0.00042 0.20 0.843   0.02057 9.11 0.000 

Table 3-6 displays regression coefficients, t-statistics and p-values for testing Hypothesis 2.a. As 

dependent variable in panel A we consider the residuals of CDS spread changes during the period 

starting 30 days after the announcement of the previous quarter up to 1 day before the announcement 

date of the current quarter, after controlling for equity returns, implied volatility changes as well as 

changes in macroeconomic variables. Whereas, in panel B the dependent variable pertains to the CDS 

spread changes for the aforementioned horizon. The independent variables in panel A include only the 

financial ratios that are selected by the LASSO estimator. The regressors in panel B comprise the 

aforementioned financial ratios, equity returns, implied volatility changes and changes in 

macroeconomic variables.  
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Table 3-7: Assimilated financial ratios by the CDS market from 1 day before till 1 day after the 

announcement date 

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

  
Panel A 

 
Panel B 

Number of obs: 

 

8,688 

 

8,688 

F / Prob >  F :  

 

5.59 / 0 

 

85.8 / 0 

Overall R
2 
: 

 

0.3% 

 

17.5% 

Dependent Variable: 

 

Residuals1-1 

(Unexplained part of ΔCDS) 

 

ΔCDS1-1 

  

Coefficient 
t-

statistics 
p-value 

 
Coefficient 

t-

statistics 
p-value 

Γ(Cash Ratio) 

 

-0.00683 -1.27 0.204 
 

-0.00689 -1.28 0.201 

Γ(Operating income to Long term 

debt) 

 

-0.00758 -1.70 0.090 
 

-0.00769 -1.71 0.086 

Γ(Quick Ratio) 

 

-0.00466 -1.07 0.285 
 

-0.00468 -1.07 0.283 

Γ(Profit Margin) 

 

-0.00011 -2.14 0.032 
 

-0.00011 -2.15 0.032 

Γ(Equity Returns) 

 

- - - 
 

-0.05908 -10.87 0.000 

Γ(Implied Volatility) 

 

- - - 
 

0.00009 2.66 0.008 

Γ(CDS Index) 

 

- - - 
 

0.38663 23.77 0.000 

Γ(3m Rates) 

 

- - - 
 

-0.00413 -0.15 0.882 

Γ(Term Spread (10yr - 2yr)) 

 

- - - 
 

0.01247 1.06 0.289 

Γ(Credit Spread (BBB-AAA)) 

 

- - - 
 

0.05287 4.85 0.000 

Γ(Libor - OIS spread) 

 

- - - 
 

0.08357 2.77 0.006 

Constant   -0.00004 -0.08 0.939   -0.00111 -2.01 0.044 

Table 3-7 exhibits regression coefficients, t-statistics and p-values for testing Hypothesis 2.b. As 

dependent variable in panel A we consider the residuals of CDS spread changes during the period 

starting 1 day before up to 1 day after the announcement date of the current quarter, after controlling 

for equity returns, implied volatility changes as well as changes in macroeconomic variables. Iin panel 

B the dependent variable corresponds to the CDS spread changes for the aforementioned horizon. The 

independent variables in panel A include only the financial ratios that are selected by the LASSO 

estimator. While, the regressors used under panel B encompasses the aforementioned financial ratios, 

equity returns, implied volatility changes and changes in macroeconomic variables.  
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Table 3-8: Assimilated financial ratios by the CDS market between 1 day and 7 days after the announcement 

date 

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

  
Panel A 

 
Panel B 

Number of obs: 

 

8,526 

 

8,526 

F / Prob >  F :  

 

2.36 / 0 

 

85.1 / 0 

Overall R
2 
: 

 

0.4% 

 

27.6% 

Dependent Variable: 

 

Residuals1-7 

(Unexplained part of ΔCDS) 

 

ΔCDS1-7 

  

Coefficient 
t-

statistics 
p-value 

 
Coefficient 

t-

statistics 
p-value 

Γ(EBITDA less capital expenditure to Interest 

expenses) 

 

-0.00004 -0.72 0.470 
 

-0.00004 -0.73 0.466 

Γ(Asset Turnover) 

 

0.02351 1.97 0.049 
 

0.02413 2.01 0.044 

Γ(Book Value per share) 

 

0.01582 2.60 0.009 
 

0.01593 2.63 0.009 

Γ(Increase in Liabilities as a percent of Total 

Liabilities) 
0.00000 -1.39 0.163 

 
0.00000 -1.38 0.169 

Γ(Tangible Book Value per share) 

 

-0.00151 -1.09 0.277 
 

-0.00151 -1.09 0.275 

Γ(Common equity to Total assets) 

 

-0.00072 -1.55 0.120 
 

-0.00074 -1.59 0.111 

Γ(Common equity to Total capital) 

 

-0.00034 -1.04 0.298 
 

-0.00033 -1.03 0.305 

Γ(Financial Leverage) 

 

-0.00055 -1.03 0.303 
 

-0.00054 -1.03 0.304 

Γ(Long term debt to Total Capital) 

 

-0.00039 -2.07 0.039 
 

-0.00040 -2.09 0.036 

Γ(Debt to EBITDA) 

 

0.00008 1.43 0.153 
 

0.00008 1.42 0.156 

Γ(Total Debt to Tangible book value) 

 

0.00001 0.71 0.478 
 

0.00001 0.72 0.469 

Γ(Operating Margin) 

 

-0.00018 -1.50 0.134 
 

-0.00019 -1.52 0.130 

Γ(Pretax income per share) 

 

-0.00054 -0.64 0.519 
 

-0.00055 -0.66 0.511 

Γ(Return on assets) 

 

0.00047 1.09 0.275 
 

0.00047 1.07 0.286 

Γ(Equity Returns) 

 

- - - 
 

-0.06394 -10.69 0.000 

Γ(Implied Volatility) 

 

- - - 
 

0.00020 4.56 0.000 

Γ(CDS Index) 

 

- - - 
 

0.48028 33.57 0.000 

Γ(3m Rates) 

 

- - - 
 

0.02300 1.04 0.300 

Γ(Term Spread (10yr - 2yr)) 

 

- - - 
 

0.00842 0.88 0.378 

Γ(Credit Spread (BBB-AAA)) 

 

- - - 
 

0.05516 5.90 0.000 

Γ(Libor - OIS spread) 

 

- - - 
 

0.00637 0.25 0.800 

Constant   -0.00036 -0.54 0.588   -0.00296 -4.32 0.000 

Table 3-8 illustrates regression coefficients, t-statistics and p-values for testing Hypothesis 2.b. As 

dependent variable in panel A we consider the residuals of CDS spread changes during the period 

starting 1 day after up to 7 days after the announcement date of the current quarter, after controlling for 

equity returns, implied volatility changes as well as changes in macroeconomic variables. In panel B 

the dependent variable regards to the CDS spread changes along the aforementioned period. The 

independent variables in panel A include only the financial ratios that are selected by the LASSO 

estimator. The regressors used in panel B include the aforementioned financial ratios, equity returns, 
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implied volatility changes and changes in macroeconomic variable.  

 

 

Table 3-9: Assimilated financial ratios by the CDS market between 7 and 14 days after the announcement 

date 

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

  
Panel A 

 
Panel B 

Number of obs: 

 

8,617 

 

8,617 

F / Prob >  F :  

 

3.39 / 0 

 

135.53 / 0 

Overall R
2 
: 

 

0.4% 

 

30.4% 

Dependent Variable: 

 

Residuals7-14 

(Unexplained part of ΔCDS) 

 

ΔCDS7-14 

  

Coefficient 
t-

statistics 

p-

value  
Coefficient 

t-

statistics 

p-

value 

Γ(Cash to Current Assets) 

 

-0.00017 -1.20 0.230 
 

-0.00017 -1.18 0.236 

Γ(Cash Ratio) 

 

0.00461 0.49 0.621 
 

0.00449 0.48 0.631 

Γ(Operating income to Long term debt) 

 

0.01237 1.96 0.050 
 

0.01256 1.99 0.047 

Γ(Quick Ratio) 

 

-0.00746 -1.31 0.191 
 

-0.00741 -1.29 0.196 

Γ(Asset Turnover) 

 

0.02324 1.87 0.062 
 

0.02355 1.90 0.058 

Γ(Book Value per share) 

 

0.01215 2.31 0.021 
 

0.01236 2.32 0.020 

Γ(Increase in Liabilities as a percent of Total 

Liabilities) 
-0.000001 -1.54 0.123 

 
0.00000 -1.54 0.123 

Γ(Sales turnover to Tangible Assets) 

 

0.01346 1.08 0.280 
 

0.01304 1.04 0.296 

Γ(Long term debt to Total Capital) 

 

-0.00011 -0.67 0.502 
 

-0.00011 -0.69 0.492 

Γ(Equity Returns) 

 

- - - 
 

-0.04442 -7.65 0.000 

Γ(Implied Volatility) 

 

- - - 
 

0.00015 3.58 0.000 

Γ(CDS Index) 

 

- - - 
 

0.49942 37.29 0.000 

Γ(3m Rates) 

 

- - - 
 

-0.00058 -0.03 0.977 

Γ(Term Spread (10yr - 2yr)) 

 

- - - 
 

-0.00482 -0.52 0.601 

Γ(Credit Spread (BBB-AAA)) 

 

- - - 
 

0.06132 7.26 0.000 

Γ(Libor - OIS spread) 

 

- - - 
 

0.00786 0.30 0.761 

Constant   -0.00014 -0.20 0.841   -0.00088 -1.27 0.204 

Table 3-9 presents regression coefficients, t-statistics and p-values for testing Hypothesis 2.b. As 

dependent variable in panel A we consider the residuals of CDS spread changes during the period 

starting 7 days after up to 14 days after the announcement date of the current quarter, after controlling 

for equity returns, implied volatility changes as well as changes in macroeconomic variables. In panel 

B the dependent variable concerns the CDS spread changes along the aforementioned period. The 

independent variables in panel A include only the financial ratios that are selected by the LASSO 

estimator. The regressors used under panel B comprise the aforementioned financial ratios, equity 

returns, implied volatility changes and changes in macroeconomic variable.  
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Table 3-10: Assimilated financial ratios by the CDS market between 14 and 30 days after the 

announcement date 

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

  
Panel A 

 
Panel B 

Number of obs: 

 

8,557 

 

8,557 

F / Prob >  F :  

 

4.54 / 0 

 

178.31 / 0 

Overall R
2 
: 

 

0.5% 

 

36.2% 

Dependent Variable: 

 

Residuals14-30 

(Unexplained part of ΔCDS) 

 

ΔCDS14-30 

  

Coefficient 
t-

statistics 
p-value 

 
Coefficient 

t-

statistics 
p-value 

Γ(Cash and Cash equivalents per 

share) 

 

0.00112 0.44 0.658 

 

0.00110 0.43 0.665 

Γ(Cash Ratio) 

 

0.00807 1.00 0.319 

 

0.00811 1.00 0.315 

Γ(Cash from operation to Total Debt) 

 

-0.01543 -2.42 0.016 

 

-0.01554 -2.44 0.015 

Γ(Book Value per share) 

 

0.01739 1.59 0.112 

 

0.01720 1.56 0.119 

Γ(Sales turnover to Tangible Assets) 

 

-0.06117 -3.59 0.000 

 

-0.06097 -3.58 0.000 

Γ(Common equity to Total capital) 

 

-0.00067 -2.05 0.041 

 

-0.00067 -2.06 0.039 

Γ(Financial Leverage) 

 

0.00042 0.41 0.685 

 

0.00042 0.41 0.685 

Γ(Total Debt to Tangible book value) 

 

-0.00006 -1.36 0.175 

 

-0.00006 -1.35 0.178 

Γ(Pretax income per share) 

 

0.00130 1.08 0.282 

 

0.00127 1.05 0.294 

Γ(Equity Returns) 

 

- - - 

 

-0.05769 -7.12 0.000 

Γ(Implied Volatility) 

 

- - - 

 

0.00023 3.40 0.001 

Γ(CDS Index) 

 

- - - 

 

0.54899 36.96 0.000 

Γ(3m Rates) 

 

- - - 

 

-0.04191 -1.87 0.061 

Γ(Term Spread (10yr - 2yr)) 

 

- - - 

 

-0.07589 -7.94 0.000 

Γ(Credit Spread (BBB-AAA)) 

 

- - - 

 

0.07709 8.21 0.000 

Γ(Libor - OIS spread) 

 

- - - 

 

-0.00474 -0.20 0.844 

Constant   0.00003 0.03 0.975   0.00160 1.51 0.131 

Table 3-10 introduces regression coefficients, t-statistics and p-values for testing Hypothesis 2.b. As 

dependent variable in panel A we consider the residuals of CDS spread changes during the period 

starting 14 days after up to 30 days after the announcement date of the current quarter, after controlling 

for equity returns, implied volatility changes as well as changes in macroeconomic variables. In panel 

B the dependent variable correspond to the CDS spread changes along the aforementioned period. The 

independent variables in panel A include only the financial ratios that are selected by the LASSO 

estimator. The regressors used under panel B pertain to the aforementioned financial ratios, equity 

returns, implied volatility changes and changes in macroeconomic variable.  
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Table 3-11: Asymmetrical impact of financial ratios on CDS spread changes  

Table 3-11 reports quantile regression coefficients, t-statistics and p-values for testing Hypothesis 3. The dependent variables used are the CDS spread quarterly changes (11.a) as well as CDS 

spread changes along 5 non-overlapping periods that quarterly changes are decomposed (11.b-f). The regressors include the financial ratios, selected by LASSO for each model specification under 

hypothesis 1 and 2, equity returns, implied volatility changes and changes in macroeconomic variable. The coefficients and the p-values for the factors that affect the CDS spread changes are 

examined in 5 quantiles, that is, 10% - large negative changes, 25% - negative changes, 50% - median, 75% - positive changes and 90% - large positive changes.  

 

Table 3-11.a: CDS spread quarterly changes - ΔCDSq 

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔCDS30-30  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(Current ratio) 
 

-0.00737 -0.46 0.64 
 

-0.03009 -2.29 0.02 
 

-0.01596 -1.42 0.16 
 

-0.01260 -0.92 0.36 
 

-0.02194 -0.95 0.34 

Γ(EBITDA less capital 

expenditure to Interest expenses)  
-0.00059 -2.41 0.02 

 
-0.00030 -1.48 0.14 

 
-0.00028 -1.63 0.10 

 
-0.00018 -0.84 0.40 

 
-0.00006 -0.16 0.87 

Γ(Free Cash flows per share) 
 

-0.00547 -1.93 0.05 
 

-0.00027 -0.11 0.91 
 

-0.00078 -0.39 0.70 
 

-0.00017 -0.07 0.94 
 

0.00010 0.02 0.98 

Γ(Operating income to Total 

Capital)  
0.00296 1.54 0.13 

 
0.00144 0.91 0.36 

 
0.00172 1.27 0.21 

 
0.00254 1.54 0.13 

 
-0.00085 -0.30 0.76 

Γ(Asset Turnover) 
 

0.15034 2.17 0.03 
 

0.23831 4.19 0.00 
 

0.11887 2.43 0.02 
 

0.04088 0.69 0.49 
 

0.00090 0.01 0.99 

Γ(Book Value per share) 
 

0.03287 0.75 0.46 
 

0.13672 3.77 0.00 
 

0.18332 5.89 0.00 
 

0.15002 3.96 0.00 
 

0.17419 2.72 0.01 

Γ(Increase in Liabilities as a 

percent of Total Liabilities)  
-0.00001 -2.28 0.02 

 
0.00000 -0.47 0.64 

 
0.00000 0.46 0.64 

 
0.00000 0.74 0.46 

 
0.00000 -0.26 0.79 

Γ(Tangible Book Value per share) 
 

-0.00769 -1.06 0.29 
 

-0.00486 -0.81 0.42 
 

-0.00653 -1.27 0.21 
 

-0.01020 -1.63 0.10 
 

-0.00741 -0.70 0.48 

Γ(Retained Earnings to Tangible 

Assets)  
0.00505 0.09 0.93 

 
-0.02154 -0.49 0.63 

 
-0.06001 -1.58 0.11 

 
-0.07816 -1.69 0.09 

 
-0.21992 -2.81 0.01 

Γ(Assets to Equity) 
 

0.00023 0.05 0.96 
 

0.00520 1.41 0.16 
 

0.00755 2.39 0.02 
 

0.00554 1.44 0.15 
 

0.00794 1.22 0.22 

Γ(Common equity to Total assets) 
 

-0.00006 -0.03 0.97 
 

-0.00447 -2.87 0.00 
 

-0.00461 -3.46 0.00 
 

-0.00433 -2.67 0.01 
 

-0.00424 -1.54 0.12 

Γ(Financial Leverage) 
 

-0.00169 -0.47 0.64 
 

-0.00007 -0.02 0.98 
 

0.00048 0.19 0.85 
 

0.00163 0.53 0.60 
 

0.00345 0.66 0.51 
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Γ(Debt to EBITDA) 
 

0.00007 0.26 0.79 
 

0.00017 0.78 0.44 
 

0.00011 0.59 0.56 
 

0.00041 1.84 0.07 
 

0.00076 2.01 0.05 

Γ(Total Debt to Common Equity) 
 

0.00008 0.59 0.56 
 

0.00012 1.12 0.26 
 

0.00010 1.11 0.27 
 

0.00000 0.02 0.98 
 

-0.00002 -0.11 0.92 

Γ(Earnings per share) 
 

-0.00276 -0.67 0.50 
 

-0.00221 -0.65 0.52 
 

-0.00097 -0.33 0.74 
 

0.00091 0.26 0.80 
 

0.00254 0.42 0.67 

Γ(Operating income per share) 
 

-0.01068 -1.52 0.13 
 

-0.00607 -1.05 0.29 
 

-0.00166 -0.34 0.74 
 

-0.01015 -1.68 0.09 
 

-0.00418 -0.41 0.68 

Γ(Operating Margin) 
 

0.00049 0.59 0.56 
 

-0.00060 -0.88 0.38 
 

-0.00055 -0.95 0.34 
 

0.00039 0.55 0.58 
 

0.00055 0.46 0.65 

Γ(Pretax Margin) 
 

0.00010 0.28 0.78 
 

0.00024 0.83 0.41 
 

-0.00002 -0.08 0.94 
 

-0.00029 -0.96 0.34 
 

-0.00074 -1.45 0.15 

Γ(Equity Returns) 
 

-0.37726 -14.20 0.00 
 

-0.40381 -18.47 0.00 
 

-0.38959 -20.7 0.00 
 

-0.37205 -16.3 0.00 
 

-0.37249 -9.65 0.00 

Γ(Implied Volatility) 
 

0.00025 1.30 0.19 
 

0.00010 0.64 0.52 
 

0.00007 0.50 0.62 
 

0.00011 0.67 0.50 
 

0.00027 0.97 0.33 

Γ(CDS Index) 
 

0.64487 39.64 0.00 
 

0.68809 51.39 0.00 
 

0.71496 62.23 0.00 
 

0.77189 55.19 0.00 
 

0.80931 34.22 0.00 

Γ(3m Rates) 
 

0.07949 7.84 0.00 
 

0.03019 3.62 0.00 
 

-0.02629 -3.67 0.00 
 

-0.06730 -7.72 0.00 
 

-0.07483 -5.08 0.00 

Γ(Term Spread (10yr - 2yr)) 
 

-0.01024 -0.79 0.43 
 

0.00362 0.34 0.74 
 

0.03294 3.59 0.00 
 

0.04728 4.23 0.00 
 

0.06654 3.52 0.00 

Γ(Credit Spread (BBB-AAA)) 
 

0.10071 9.09 0.00 
 

0.06156 6.75 0.00 
 

0.03972 5.08 0.00 
 

0.04528 4.75 0.00 
 

0.05667 3.52 0.00 

Γ(Libor - OIS spread) 
 

-0.04522 -2.11 0.04 
 

0.00875 0.50 0.62 
 

0.09848 6.51 0.00 
 

0.12934 7.02 0.00 
 

0.11462 3.68 0.00 

Constant 
 

-0.24344 -60.30 0.00 
 

-0.12144 -36.55 0.00 
 

0.00110 0.39 0.70 
 

0.12777 36.82 0.00 
 

0.26939 45.90 0.00 

R
2
 : 

 

31.8% 
 

31.8% 
 

34.9% 
 

40.8% 
 

44.9% 

Number of obs:   8,440                                 
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Table 3-11.b: CDS spread changes up to 1 day before the announcement date - ΔCDS30-1 
            

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔCDS30-1  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(Current ratio) 
 

-0.01529 -1.04 0.30 
 

-0.00992 -1.04 0.30 
 

-0.02289 -2.52 0.01 
 

-0.01805 -1.54 0.12 
 

-0.01052 -0.54 0.59 

Γ(EBITDA less capital 

expenditure to Interest expenses)  
0.00000 0.00 1.00 

 
-0.00026 -1.75 0.08 

 
-0.00017 -1.19 0.23 

 
-0.00016 -0.89 0.37 

 
0.00011 0.36 0.72 

Γ(Operating income to Total 

Capital)  
0.00152 0.87 0.38 

 
0.00134 1.18 0.24 

 
0.00125 1.17 0.24 

 
0.00246 1.77 0.08 

 
-0.00077 -0.34 0.74 

Γ(Asset Turnover) 
 

0.13315 2.13 0.03 
 

0.14059 3.47 0.00 
 

0.07335 1.90 0.06 
 

-0.02311 -0.46 0.64 
 

-0.05125 -0.62 0.53 

Γ(Tangible Book Value per share) 
 

-0.00627 -0.92 0.36 
 

-0.00239 -0.54 0.59 
 

-0.00701 -1.66 0.10 
 

-0.00956 -1.75 0.08 
 

-0.01267 -1.41 0.16 

Γ(Retained Earnings to Tangible 

Assets)  
0.00653 0.14 0.89 

 
-0.04083 -1.35 0.18 

 
-0.04977 -1.73 0.08 

 
-0.03785 -1.02 0.31 

 
-0.07590 -1.24 0.22 

Γ(Financial Leverage) 
 

0.00171 0.67 0.50 
 

0.00224 1.35 0.18 
 

0.00233 1.48 0.14 
 

0.00382 1.88 0.06 
 

0.00305 0.91 0.37 

Γ(Debt to EBITDA) 
 

0.00029 1.24 0.22 
 

0.00023 1.50 0.13 
 

0.00018 1.21 0.22 
 

0.00051 2.67 0.01 
 

0.00028 0.91 0.36 

Γ(Pretax Margin) 
 

-0.00012 -0.43 0.67 
 

-0.00007 -0.37 0.71 
 

0.00002 0.11 0.91 
 

-0.00039 -1.75 0.08 
 

-0.00042 -1.12 0.26 

Γ(Equity Returns) 
 

-0.34924 -10.86 0.00 
 

-0.35412 -17.01 0.00 
 

-0.35706 -17.9 0.00 
 

-0.37938 -14.8 0.00 
 

-0.40346 -9.53 0.00 

Γ(Implied Volatility) 
 

-0.00007 -0.45 0.66 
 

-0.00017 -1.58 0.12 
 

0.00000 0.04 0.97 
 

0.00006 0.47 0.64 
 

0.00027 1.24 0.22 

Γ(CDS Index) 
 

0.62172 35.89 0.00 
 

0.63213 56.34 0.00 
 

0.66162 61.84 0.00 
 

0.69573 50.38 0.00 
 

0.74789 32.78 0.00 

Γ(3m Rates) 
 

0.11018 9.05 0.00 
 

0.03603 4.57 0.00 
 

-0.03482 -4.63 0.00 
 

-0.08039 -8.28 0.00 
 

-0.09716 -6.06 0.00 

Γ(Term Spread (10yr - 2yr)) 
 

0.03721 2.13 0.03 
 

0.00425 0.38 0.71 
 

0.01439 1.33 0.18 
 

0.04563 3.28 0.00 
 

0.07202 3.13 0.00 

Γ(Credit Spread (BBB-AAA)) 
 

0.08589 6.60 0.00 
 

0.08201 9.73 0.00 
 

0.07448 9.27 0.00 
 

0.07908 7.62 0.00 
 

0.08714 5.08 0.00 

Γ(Libor - OIS spread) 
 

-0.08826 -4.87 0.00 
 

-0.02093 -1.78 0.08 
 

0.01911 1.71 0.09 
 

0.06982 4.83 0.00 
 

0.06896 2.89 0.00 

Constant 
 

-0.18772 -49.93 0.00 
 

-0.08680 -35.64 0.00 
 

0.01036 4.46 0.00 
 

0.11412 38.07 0.00 
 

0.23487 47.43 0.00 

R
2
 : 

 

26.3% 
 

26.5% 
 

28.4% 
 

34.3% 
 

40.4% 

Number of obs:   8,517                                 

  



117 

 

 

Table 3-11.c: CDS spread changes around the announcement date window - ΔCDS1-1 
            

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔCDS1-1  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(Cash Ratio) 
 

-0.01310 -1.04 0.30 
 

-0.00584 -1.01 0.31 
 

-0.00047 -0.15 0.88 
 

-0.00402 -0.69 0.49 
 

-0.01045 -0.84 0.40 

Γ(Operating income to Long term 

debt)  
-0.00625 -0.68 0.50 

 
0.00187 0.44 0.66 

 
-0.00384 -1.62 0.11 

 
-0.00593 -1.38 0.17 

 
-0.00676 -0.74 0.46 

Γ(Quick Ratio) 
 

-0.00396 -0.41 0.68 
 

-0.00119 -0.26 0.79 
 

-0.00381 -1.53 0.13 
 

-0.00036 -0.08 0.94 
 

-0.00270 -0.28 0.78 

Γ(Profit Margin) 
 

-0.00010 -1.00 0.32 
 

-0.00010 -2.25 0.03 
 

-0.00004 -1.52 0.13 
 

-0.00007 -1.43 0.15 
 

-0.00022 -2.26 0.02 

Γ(Equity Returns) 
 

-0.04021 -4.30 0.00 
 

-0.03116 -7.22 0.00 
 

-0.03076 -12.8 0.00 
 

-0.05168 -11.8 0.00 
 

-0.09635 -10.4 0.00 

Γ(Implied Volatility) 
 

-0.00002 -0.38 0.71 
 

0.00007 2.61 0.01 
 

0.00006 3.88 0.00 
 

0.00011 4.20 0.00 
 

0.00012 2.07 0.04 

Γ(CDS Index) 
 

0.41976 15.58 0.00 
 

0.31081 25.03 0.00 
 

0.25434 36.82 0.00 
 

0.33087 26.39 0.00 
 

0.45400 17.10 0.00 

Γ(3m Rates) 
 

0.16639 4.29 0.00 
 

0.10329 5.77 0.00 
 

0.00500 0.50 0.62 
 

-0.05657 -3.13 0.00 
 

-0.13042 -3.41 0.00 

Γ(Term Spread (10yr - 2yr)) 
 

-0.02028 -0.88 0.38 
 

-0.01554 -1.46 0.14 
 

-0.00764 -1.29 0.20 
 

0.01073 1.00 0.32 
 

0.03529 1.56 0.12 

Γ(Credit Spread (BBB-AAA)) 
 

0.04273 2.24 0.03 
 

0.04683 5.32 0.00 
 

0.03592 7.33 0.00 
 

0.04832 5.44 0.00 
 

0.07821 4.16 0.00 

Γ(Libor - OIS spread) 
 

-0.00432 -0.10 0.92 
 

0.01476 0.72 0.47 
 

0.06615 5.82 0.00 
 

0.09214 4.47 0.00 
 

0.15890 3.64 0.00 

Constant 
 

-0.04935 -40.06 0.00 
 

-0.02020 -35.58 0.00 
 

-0.00144 -4.57 0.00 
 

0.01691 29.50 0.00 
 

0.04692 38.67 0.00 

R
2
 : 

 

8.7% 
 

7.9% 
 

6.4% 
 

9.9% 
 

14.8% 

Number of obs:   8,688                                 
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Table 3-11.d: CDS spread changes during the first week following the announcement date - ΔCDS1-7 
          

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔCDS1-7  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(EBITDA less capital 

expenditure to Interest expenses)  
-0.00006 -0.71 0.48 

 
-0.00001 -0.16 0.87 

 
-0.00003 -0.84 0.40 

 
0.00000 -0.07 0.94 

 
-0.00004 -0.46 0.65 

Γ(Asset Turnover) 
 

0.05534 2.50 0.01 
 

0.02312 1.96 0.05 
 

0.01292 1.62 0.11 
 

0.00895 0.78 0.44 
 

0.00160 0.07 0.94 

Γ(Book Value per share) 
 

0.01083 0.91 0.36 
 

0.00636 1.00 0.32 
 

0.00847 1.97 0.05 
 

0.01458 2.34 0.02 
 

0.02697 2.30 0.02 

Γ(Increase in Liabilities as a 

percent of Total Liabilities)  
0.00000 -1.32 0.19 

 
0.00000 -1.81 0.07 

 
0.00000 -0.78 0.44 

 
0.00000 -0.84 0.40 

 
0.00000 -1.34 0.18 

Γ(Tangible Book Value per share) 
 

-0.00073 -0.28 0.78 
 

-0.00177 -1.25 0.21 
 

-0.00144 -1.50 0.13 
 

-0.00310 -2.24 0.03 
 

-0.00291 -1.11 0.27 

Γ(Common equity to Total assets) 
 

-0.00218 -2.26 0.02 
 

-0.00031 -0.60 0.55 
 

-0.00051 -1.45 0.15 
 

-0.00035 -0.70 0.48 
 

-0.00040 -0.42 0.67 

Γ(Common equity to Total capital) 
 

0.00060 0.92 0.36 
 

-0.00046 -1.32 0.19 
 

-0.00017 -0.70 0.49 
 

-0.00034 -1.00 0.32 
 

-0.00084 -1.30 0.19 

Γ(Financial Leverage) 
 

-0.00010 -0.09 0.93 
 

-0.00067 -1.19 0.23 
 

-0.00069 -1.81 0.07 
 

-0.00040 -0.73 0.47 
 

-0.00034 -0.33 0.74 

Γ(Long term debt to Total Capital) 
 

-0.00046 -1.23 0.22 
 

-0.00050 -2.52 0.01 
 

-0.00042 -3.15 0.00 
 

-0.00017 -0.89 0.38 
 

-0.00018 -0.50 0.62 

Γ(Debt to EBITDA) 
 

0.00017 1.80 0.07 
 

0.00007 1.36 0.17 
 

0.00002 0.69 0.49 
 

0.00007 1.45 0.15 
 

0.00014 1.60 0.11 

Γ(Total Debt to Tangible book 

value)  
0.00002 0.48 0.63 

 
0.00001 0.36 0.72 

 
0.00002 1.10 0.27 

 
0.00000 -0.01 0.99 

 
0.00000 0.11 0.91 

Γ(Operating Margin) 
 

-0.00044 -1.83 0.07 
 

-0.00022 -1.74 0.08 
 

-0.00001 -0.14 0.89 
 

-0.00005 -0.43 0.67 
 

0.00003 0.11 0.91 

Γ(Pretax income per share) 
 

0.00049 0.31 0.76 
 

0.00034 0.40 0.69 
 

0.00006 0.10 0.92 
 

-0.00025 -0.31 0.76 
 

-0.00309 -2.00 0.05 

Γ(Return on assets) 
 

0.00009 0.14 0.89 
 

0.00007 0.20 0.84 
 

-0.00004 -0.16 0.87 
 

0.00025 0.72 0.47 
 

0.00078 1.17 0.24 

Γ(Equity Returns) 
 

-0.03418 -3.42 0.00 
 

-0.04153 -7.77 0.00 
 

-0.04623 -12.8 0.00 
 

-0.06857 -13.1 0.00 
 

-0.09939 -10.1 0.00 

Γ(Implied Volatility) 
 

0.00014 1.92 0.06 
 

0.00014 3.61 0.00 
 

0.00013 5.20 0.00 
 

0.00018 4.74 0.00 
 

0.00020 2.90 0.00 

Γ(CDS Index) 
 

0.45736 22.09 0.00 
 

0.40369 36.49 0.00 
 

0.39345 52.60 0.00 
 

0.46308 42.87 0.00 
 

0.53835 26.49 0.00 

Γ(3m Rates) 
 

0.14338 4.39 0.00 
 

0.02931 1.68 0.09 
 

0.00338 0.29 0.77 
 

-0.04392 -2.58 0.01 
 

-0.14436 -4.51 0.00 

Γ(Term Spread (10yr - 2yr)) 
 

-0.00417 -0.24 0.81 
 

-0.01637 -1.79 0.07 
 

-0.00764 -1.24 0.22 
 

0.01608 1.80 0.07 
 

0.02636 1.57 0.12 

Γ(Credit Spread (BBB-AAA)) 
 

0.05843 3.88 0.00 
 

0.05557 6.91 0.00 
 

0.03366 6.20 0.00 
 

0.02286 2.91 0.00 
 

0.06172 4.18 0.00 

Γ(Libor - OIS spread) 
 

-0.07652 -2.09 0.04 
 

0.00683 0.35 0.73 
 

0.03946 2.99 0.00 
 

0.08540 4.47 0.00 
 

0.16260 4.53 0.00 

Constant 
 

-0.06461 -47.09 0.00 
 

-0.02859 -39.00 0.00 
 

-0.00293 -5.91 0.00 
 

0.02233 31.20 0.00 
 

0.05609 41.65 0.00 

R
2
 : 

 

12.5% 
 

13.0% 
 

12.9% 
 

17.2% 
 

22.3% 

Number of obs:   8,526                                 
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Table 3-11.e: CDS spread changes during the second week following the announcement date - ΔCDS7-14 
          

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔCDS7-14  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(Cash to Current Assets) 
 

-0.00011 -0.40 0.69 
 

0.00005 0.30 0.76 
 

-0.00011 -1.05 0.30 
 

-0.00023 -1.35 0.18 
 

-0.00039 -1.19 0.24 

Γ(Cash Ratio) 
 

-0.00317 -0.18 0.86 
 

0.00077 0.07 0.94 
 

0.00548 0.74 0.46 
 

0.01877 1.59 0.11 
 

0.01762 0.78 0.43 

Γ(Operating income to Long term 

debt)  
0.02199 2.14 0.03 

 
0.00686 1.12 0.27 

 
0.00450 1.06 0.29 

 
0.00235 0.35 0.73 

 
0.00993 0.77 0.44 

Γ(Quick Ratio) 
 

-0.01395 -1.35 0.18 
 

-0.00845 -1.36 0.17 
 

-0.00652 -1.52 0.13 
 

-0.01127 -1.66 0.10 
 

-0.00585 -0.45 0.65 

Γ(Asset Turnover) 
 

0.05676 2.88 0.00 
 

0.00938 0.79 0.43 
 

0.01429 1.76 0.08 
 

0.01871 1.45 0.15 
 

0.02295 0.93 0.35 

Γ(Book Value per share) 
 

0.01861 2.29 0.02 
 

0.01134 2.33 0.02 
 

0.01307 3.90 0.00 
 

0.01536 2.88 0.00 
 

0.00075 0.07 0.94 

Γ(Increase in Liabilities as a 

percent of Total Liabilities)  
0.00000 -1.40 0.16 

 
0.00000 -2.09 0.04 

 
0.00000 -0.14 0.89 

 
0.00000 -1.15 0.25 

 
0.00000 -0.92 0.36 

Γ(Sales turnover to Tangible 

Assets)  
0.01811 0.82 0.41 

 
0.01559 1.18 0.24 

 
0.00972 1.07 0.28 

 
0.01003 0.69 0.49 

 
0.00000 0.00 1.00 

Γ(Long term debt to Total Capital) 
 

0.00009 0.31 0.76 
 

-0.00006 -0.35 0.73 
 

0.00005 0.39 0.70 
 

0.00001 0.04 0.97 
 

-0.00049 -1.31 0.19 

Γ(Equity Returns) 
 

-0.03444 -3.92 0.00 
 

-0.02962 -5.62 0.00 
 

-0.03549 -9.80 0.00 
 

-0.04552 -7.89 0.00 
 

-0.06872 -6.24 0.00 

Γ(Implied Volatility) 
 

0.00002 0.36 0.72 
 

0.00007 1.95 0.05 
 

0.00011 4.08 0.00 
 

0.00016 3.89 0.00 
 

0.00027 3.44 0.00 

Γ(CDS Index) 
 

0.46643 26.52 0.00 
 

0.41251 39.17 0.00 
 

0.41584 57.38 0.00 
 

0.50019 43.35 0.00 
 

0.60360 27.40 0.00 

Γ(3m Rates) 
 

0.14552 5.20 0.00 
 

0.02623 1.56 0.12 
 

-0.04087 -3.54 0.00 
 

-0.07278 -3.96 0.00 
 

-0.09827 -2.80 0.01 

Γ(Term Spread (10yr - 2yr)) 
 

-0.00333 -0.23 0.82 
 

-0.02986 -3.45 0.00 
 

-0.00822 -1.38 0.17 
 

0.01438 1.52 0.13 
 

0.03674 2.03 0.04 

Γ(Credit Spread (BBB-AAA)) 
 

0.06683 5.11 0.00 
 

0.04350 5.55 0.00 
 

0.03786 7.02 0.00 
 

0.03907 4.55 0.00 
 

0.06680 4.08 0.00 

Γ(Libor - OIS spread) 
 

-0.15542 -5.12 0.00 
 

-0.01258 -0.69 0.49 
 

0.07692 6.14 0.00 
 

0.11982 6.01 0.00 
 

0.11908 3.13 0.00 

Constant 
 

-0.06669 -53.25 0.00 
 

-0.02949 -39.31 0.00 
 

-0.00193 -3.73 0.00 
 

0.02561 31.16 0.00 
 

0.06576 41.91 0.00 

R
2
 : 

 

15.2% 
 

14.5% 
 

14.4% 
 

19.4% 
 

22.7% 

Number of obs:   8,617                                 
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Table 3-11.f: CDS spread changes during the third and fourth weeks following the announcement date - ΔCDS14-30 
          

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔCDS14-30  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(Cash and Cash equivalents per 

share)  
-0.00711 -1.36 0.17 

 
-0.00009 -0.03 0.97 

 
0.00203 0.95 0.34 

 
0.00218 0.64 0.52 

 
0.00355 0.56 0.57 

Γ(Cash Ratio) 
 

0.01612 1.00 0.32 
 

0.01037 1.27 0.20 
 

0.00285 0.43 0.67 
 

0.00882 0.84 0.40 
 

0.01841 0.94 0.35 

Γ(Cash from operation to Total 

Debt)  
0.00011 0.01 0.99 

 
-0.01328 -2.19 0.03 

 
-0.01826 -3.69 0.00 

 
-0.01644 -2.10 0.04 

 
-0.01012 -0.69 0.49 

Γ(Book Value per share) 
 

0.01937 1.07 0.29 
 

0.02396 2.63 0.01 
 

0.01210 1.63 0.10 
 

0.02014 1.71 0.09 
 

0.01861 0.85 0.40 

Γ(Sales turnover to Tangible 

Assets)  
-0.04550 -1.31 0.19 

 
-0.03072 -1.76 0.08 

 
-0.04224 -2.98 0.00 

 
-0.06084 -2.71 0.01 

 
-0.07072 -1.69 0.09 

Γ(Common equity to Total capital) 
 

-0.00070 -1.06 0.29 
 

-0.00065 -1.95 0.05 
 

-0.00004 -0.14 0.89 
 

-0.00028 -0.65 0.52 
 

-0.00088 -1.10 0.27 

Γ(Financial Leverage) 
 

-0.00081 -0.50 0.62 
 

0.00030 0.37 0.71 
 

0.00021 0.31 0.75 
 

0.00131 1.23 0.22 
 

0.00196 1.00 0.32 

Γ(Total Debt to Tangible book 

value)  
-0.00003 -0.40 0.69 

 
-0.00002 -0.49 0.63 

 
-0.00001 -0.20 0.84 

 
-0.00006 -1.40 0.16 

 
-0.00008 -0.98 0.33 

Γ(Pretax income per share) 
 

0.00536 2.27 0.02 
 

0.00268 2.26 0.02 
 

0.00266 2.75 0.01 
 

-0.00078 -0.51 0.61 
 

-0.00213 -0.75 0.45 

Γ(Equity Returns) 
 

-0.03415 -2.43 0.02 
 

-0.03317 -4.69 0.00 
 

-0.04903 -8.51 0.00 
 

-0.06551 -7.18 0.00 
 

-0.10207 -6.01 0.00 

Γ(Implied Volatility) 
 

-0.00002 -0.15 0.88 
 

0.00010 1.80 0.07 
 

0.00015 3.51 0.00 
 

0.00026 3.76 0.00 
 

0.00030 2.35 0.02 

Γ(CDS Index) 
 

0.55394 25.24 0.00 
 

0.49606 44.97 0.00 
 

0.46076 51.33 0.00 
 

0.52207 36.71 0.00 
 

0.58507 22.11 0.00 

Γ(3m Rates) 
 

0.12241 3.91 0.00 
 

0.02888 1.83 0.07 
 

-0.02919 -2.28 0.02 
 

-0.13374 -6.59 0.00 
 

-0.24907 -6.59 0.00 

Γ(Term Spread (10yr - 2yr)) 
 

-0.05805 -3.71 0.00 
 

-0.07804 -9.91 0.00 
 

-0.08872 -13.8 0.00 
 

-0.08219 -8.10 0.00 
 

-0.08928 -4.73 0.00 

Γ(Credit Spread (BBB-AAA)) 
 

0.08822 5.25 0.00 
 

0.05836 6.91 0.00 
 

0.06704 9.76 0.00 
 

0.07246 6.66 0.00 
 

0.07886 3.90 0.00 

Γ(Libor - OIS spread) 
 

-0.18665 -5.72 0.00 
 

-0.08613 -5.25 0.00 
 

-0.00467 -0.35 0.73 
 

0.08559 4.05 0.00 
 

0.19352 4.92 0.00 

Constant 
 

-0.09379 -43.18 0.00 
 

-0.04339 -39.73 0.00 
 

-0.00195 -2.20 0.03 
 

0.04289 30.47 0.00 
 

0.10084 38.49 0.00 

R
2
 : 

 

18.7% 
 

18.8% 
 

18.3% 
 

21.8% 
 

24.7% 

Number of obs:   8,557                                 

 

 



121 

 

 

Table 3-12: Impact of positive and negative news on the unexplained part of CDS spread 

quarterly changes  

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

Number of obs: 

 

8,583 

F / Prob >  F :  

 
2.27 / 0 

Overall R
2 
: 

 
0.9% 

Dependent Variable: 

 

Residualsq 

(Unexplained part of ΔCDS) 

  

Coefficient t-statistics p-value 

Γ(Cash to Current Assets (P)) 

 
-0.00021 -0.36 0.717 

Γ(Cash Flow per share (P)) 

 
-0.00229 -0.53 0.597 

Γ(Cash from operation to Total Debt (N)) 

 
-0.02501 -0.95 0.340 

Γ(Current ratio (N)) 

 
-0.00143 -0.08 0.933 

Γ(Current ratio (P)) 

 
-0.03368 -1.35 0.178 

Γ(EBITDA less capital expenditure to Interest expenses (P)) 

 

-0.00041 -1.98 0.048 

Γ(Free Cash flows per share (P)) 

 

-0.00343 -0.87 0.383 

Γ(Operating income to Total Capital (N)) 

 

0.00018 0.09 0.925 

Γ(Operating income to Total Capital (P)) 

 

0.00091 0.42 0.675 

Γ(Working Capital to Tangible Assets (P)) 

 

0.08905 0.61 0.540 

Γ(Asset Turnover (N)) 

 

0.07552 1.09 0.277 

Γ(Asset Turnover (P)) 

 

0.14110 1.74 0.082 

Γ(Book Value per share (N)) 

 

0.03831 1.40 0.160 

Γ(Book Value per share (P)) 

 

0.11073 2.88 0.004 

Γ(Retained Earnings to Tangible Assets (P)) 

 

-0.06617 -1.30 0.193 

Γ(Increase in Equity as a percent of Total Liabilities (P)) 

 

0.00001 1.74 0.082 

Γ(Increase in Liabilities as a percent of Total Liabilities (N)) 

 

-0.00001 -1.52 0.127 

Γ(Tangible Book Value per share (N)) 

 

-0.01051 -1.35 0.176 

Γ(Tangible Book Value per share (P)) 

 

-0.01182 -1.25 0.211 

Γ(Assets to Equity (N)) 

 

0.00225 1.11 0.266 

Γ(Common equity to Total assets (N)) 

 

-0.00629 -3.19 0.001 

Γ(Debt to EBITDA (N)) 

 

0.00028 0.89 0.376 

Γ(Debt to EBITDA (P)) 

 

0.00057 2.01 0.045 

Γ(Financial Leverage (N)) 

 

0.00460 1.98 0.048 

Γ(Long term debt to Total Capital (P)) 

 

-0.00334 -2.85 0.004 

Γ(Total Debt to Total Capital  (N)) 

 

0.00107 0.67 0.501 

Γ(Operating income per share (P)) 

 

-0.00122 -0.15 0.882 

Γ(Operating Margin (P)) 

 

-0.00090 -1.05 0.292 

Γ(Pretax Margin (P)) 

 

-0.00030 -0.57 0.567 

Γ(Profit Margin (P)) 

 

-0.00008 -0.15 0.881 

Constant   0.00127 0.28 0.780 

Table 3-12 reports regression coefficients, t-statistics and p-values for testing Hypothesis 4. As 

dependent variable we consider the residuals of CDS spread quarterly changes after controlling for 

equity returns, implied volatility changes as well as changes in market variables related to 
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macroeconomy. The independent variables include only the financial ratios that are selected by the 

LASSO estimator. Particularly, each one of the 43 financial ratios available in the sample is 

decomposed into two ratios, the one capturing only positive changes ((P) – financial ratio increases) 

while the other reflecting only negative changes ((N) -  financial ratio decreases). This way, the 

financial ratios used as independent variables distinctly capture the impact of positive vs. negative 

news contained in a firm‟s financial statements. 
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Table 3-13: Impact of positive and negative news on the unexplained part of CDS spread 

changes up to 1 day prior the announcement date  

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

Number of obs: 

 

8,626 

F / Prob >  F :  

 
3.27 / 0 

Overall R
2 
: 

 
0.6% 

Dependent Variable: 

 

Residuals30-1 

(Unexplained part of ΔCDS) 

  

Coefficient t-statistics p-value 

Γ(Current ratio (N)) 

 
-0.01494 -1.01 0.313 

Γ(Current ratio (P)) 

 
-0.02519 -1.66 0.097 

Γ(Operating income to Total Capital (N)) 

 
0.00306 2.08 0.037 

Γ(Asset Turnover (P)) 

 
0.09172 1.48 0.140 

Γ(Increase in Equity as a percent of Total Liabilities (P)) 

 
0.00001 1.78 0.076 

Γ(Increase in Liabilities as a percent of Total Liabilities (N)) 

 

-0.00001 -1.74 0.083 

Γ(Tangible Book Value per share (N)) 

 

-0.00733 -1.20 0.229 

Γ(Tangible Book Value per share (P)) 

 

-0.01242 -1.53 0.127 

Γ(Common equity to Total assets (N)) 

 

-0.00180 -1.36 0.173 

Γ(Debt to EBITDA (P)) 

 

0.00056 2.82 0.005 

Γ(Financial Leverage (N)) 

 

0.00345 2.24 0.025 

Γ(Operating Margin (P)) 

 

-0.00085 -1.39 0.166 

Γ(Pretax Margin (P)) 

 

-0.00009 -0.28 0.782 

Constant   -0.00031 -0.09 0.925 

Table 3-13 exhibits regression coefficients, t-statistics and p-values for testing Hypothesis 4. As 

dependent variable we consider the residuals of CDS spread changes starting 30 days after the 

announcement of the previous quarter up to 1 day before the announcement date of the current quarter, 

after controlling for equity returns, implied volatility changes as well as changes in market variables 

related to macroeconomy. The independent variables include only the financial ratios that are selected 

by the LASSO estimator. Particularly, each one of the 43 financial ratios available in the sample is 

decomposed into two ratios, the one capturing only positive changes ((P) – financial ratio increases) 

while the other reflecting only negative changes ((N) -  financial ratio decreases). This way, the 

financial ratios used as independent variables distinctly capture the impact of positive vs. negative 

news contained in a firm‟s financial statements. 
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Table 3-14: Impact of positive and negative news on the unexplained part of  CDS 

spread changes from 1 day before till 1 day after the announcement date 

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

Number of obs: 

 

8,571 

F / Prob >  F :  

 
3.89 / 0 

Overall R
2 
: 

 
0.6% 

Dependent Variable: 

 

Residuals1-1 

(Unexplained part of ΔCDS) 

  

Coefficient t-statistics p-value 

Γ(Cash to Current Assets (P)) 

 
-0.00012 -0.95 0.343 

Γ(Cash Flow per share (P)) 

 
-0.00154 -1.62 0.105 

Γ(Current ratio (P)) 

 
-0.00944 -2.31 0.021 

Γ(Operating income to Long term debt (N)) 

 
-0.01099 -1.38 0.166 

Γ(Quick Ratio (N)) 

 
-0.00906 -2.00 0.046 

Γ(Common equity to Total capital (P)) 

 

-0.00032 -1.09 0.278 

Γ(Financial Leverage (P)) 

 

-0.00109 -0.82 0.414 

Γ(Net Debt to Shareholders equity (P)) 

 

-0.00004 -1.30 0.195 

Γ(EBIT margin (N)) 

 

-0.00135 -2.50 0.013 

Γ(Profit Margin (P)) 

 

-0.00022 -2.78 0.006 

Constant   0.00132 1.49 0.136 

Table 3-14 displays regression coefficients, t-statistics and p-values for testing Hypothesis 4. As 

dependent variable we consider the residuals of CDS spread changes starting 1 day before up to 1 day 

after the announcement date of the current quarter, after controlling for equity returns, implied 

volatility changes as well as changes in market variables related to macroeconomy. The independent 

variables include only the financial ratios that are selected by the LASSO estimator. Particularly, each 

one of the 43 financial ratios available in the sample is decomposed into two ratios, the one capturing 

only positive changes ((P) – financial ratio increases) while the other reflecting only negative changes 

((N) -  financial ratio decreases). This way, the financial ratios used as independent variables distinctly 

capture the impact of positive vs. negative news contained in a firm‟s financial statements. 

 

  



125 

 

 

Table 3-15: Impact of positive and negative news on the unexplained part of  CDS 

spread changes between 1 and 7 days after the announcement date 

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

Number of obs: 

 

8,568 

F / Prob >  F :  

 
3.15 / 0 

Overall R
2 
: 

 
0.4% 

Dependent Variable: 

 

Residuals1-7 

(Unexplained part of ΔCDS) 

  

Coefficient t-statistics p-value 

Γ(Current ratio (N)) 

 
-0.00680 -1.35 0.178 

Γ(EBITDA less capital expenditure to Interest expenses 

(P)) 

 
-0.00005 -0.82 0.413 

Γ(Asset Turnover (N)) 

 
0.03367 2.09 0.037 

Γ(Book Value per share (N)) 

 
0.01753 2.05 0.040 

Γ(Increase in Liabilities as a percent of Total Liabilities 

(P)) 

 
0.00000 -1.60 0.110 

Γ(Tangible Book Value per share (N)) 

 

-0.00351 -2.01 0.044 

Γ(Common equity to Total capital (P)) 

 

-0.00065 -2.06 0.039 

Γ(Debt to EBITDA (N)) 

 

0.00011 1.35 0.178 

Γ(Financial Leverage (N)) 

 

-0.00078 -1.39 0.166 

Γ(Financial Leverage (P)) 

 

-0.00166 -1.02 0.310 

Γ(Operating Margin (P)) 

 

-0.00024 -1.26 0.206 

Constant   0.00208 2.27 0.023 

Table 3-15 shows regression coefficients, t-statistics and p-values for testing Hypothesis 4. As 

dependent variable we consider the residuals of CDS spread changes starting 1 day after up to 7 days 

after the announcement date of the current quarter, after controlling for equity returns, implied 

volatility changes as well as changes in market variables related to macroeconomy. The independent 

variables include only the financial ratios that are selected by the LASSO estimator. Particularly, each 

one of the 43 financial ratios available in the sample is decomposed into two ratios, the one capturing 

only positive changes ((P) – financial ratio increases) while the other reflecting only negative changes 

((N) -  financial ratio decreases). This way, the financial ratios used as independent variables distinctly 

capture the impact of positive vs. negative news contained in a firm‟s financial statements. 
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Table 3-16: Impact of positive and negative news on the unexplained part of  CDS 

spread changes between 7 and 14 days after the announcement date 

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

Number of obs: 

 

8,491 

F / Prob >  F :  

 
3.97 / 0 

Overall R
2 
: 

 
0.8% 

Dependent Variable: 

 

Residuals7-14 

(Unexplained part of ΔCDS) 

  

Coefficient t-statistics p-value 

Γ(Cash to Current Assets (N)) 

 
-0.00021 -1.19 0.234 

Γ(Cash Flow per share (N)) 

 
0.00177 1.82 0.069 

Γ(Free Cash flows per share (P)) 

 
-0.00208 -1.90 0.058 

Γ(Operating income to Long term debt (P)) 

 
0.01891 1.99 0.047 

Γ(Operating income to Total Capital (P)) 

 
0.00041 0.70 0.486 

Γ(Quick Ratio (N)) 

 

-0.00461 -0.88 0.380 

Γ(Asset Turnover (P)) 

 

0.05617 2.35 0.019 

Γ(Book Value per share (N)) 

 

0.04397 4.04 0.000 

Γ(Increase in Liabilities as a percent of Total Liabilities 

(N)) 

 

0.00000 -1.13 0.256 

Γ(Sales turnover to Tangible Assets (N)) 

 

0.05586 3.03 0.002 

Γ(Long term debt to Total Capital (N)) 

 

-0.00005 -0.15 0.881 

Γ(Long term debt to Total Capital (P)) 

 

-0.00034 -1.28 0.199 

Γ(Net Debt to Shareholders equity (P)) 

 

0.00002 0.35 0.725 

Γ(Total Debt to Common Equity (P)) 

 

0.00010 1.98 0.048 

Γ(Earnings per share (P)) 

 

-0.00396 -2.72 0.007 

Γ(Pretax income per share (N)) 

 

0.00156 1.31 0.192 

Constant   0.00206 1.64 0.102 

Table 3-16 reports regression coefficients, t-statistics and p-values for testing Hypothesis 4. As 

dependent variable we consider the residuals of CDS spread changes starting 7 day after up to 14 days 

after the announcement date of the current quarter, after controlling for equity returns, implied 

volatility changes as well as changes in market variables related to macroeconomy. The independent 

variables include only the financial ratios that are selected by the LASSO estimator. Particularly, each 

one of the 43 financial ratios available in the sample is decomposed into two ratios, the one capturing 

only positive changes ((P) – financial ratio increases) while the other reflecting only negative changes 

((N) -  financial ratio decreases). This way, the financial ratios used as independent variables distinctly 

capture the impact of positive vs. negative news contained in a firm‟s financial statements. 
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Table 3-17: Impact of positive and negative news on the unexplained part of CDS 

spread changes between 14 and 30 days after the announcement date 

OLS regressions with robust standard errors adjusted for heteroskedasticity. 

Number of obs: 

 

8,649 

F / Prob >  F :  

 
4.66 / 0 

Overall R
2 
: 

 
0.7% 

Dependent Variable: 

 

Residuals14-30 

(Unexplained part of ΔCDS) 

  

Coefficient t-statistics p-value 

Γ(Cash Ratio (N)) 

 
0.01835 1.81 0.070 

Γ(Cash from operation to Total Debt (N)) 

 
-0.01993 -1.75 0.080 

Γ(Cash from operation to Total Debt (P)) 

 
-0.01784 -1.79 0.073 

Γ(Operating income to Long term debt (P)) 

 
-0.00773 -0.46 0.643 

Γ(Operating income to Total Capital (P)) 

 
0.00117 1.61 0.108 

Γ(Book Value per share (P)) 

 

0.02688 2.39 0.017 

Γ(Sales turnover to Tangible Assets (P)) 

 

-0.07874 -2.66 0.008 

Γ(Common equity to Total capital (N)) 

 

-0.00069 -1.73 0.084 

Γ(Total Debt to Tangible book value (N)) 

 

-0.00013 -1.91 0.056 

Γ(EBIT to Tangible Assets (P)) 

 

-0.14915 -1.37 0.170 

Γ(Pretax Margin (N)) 

 

0.00026 1.88 0.059 

Constant   0.00075 0.51 0.611 

Table 3-17 shows regression coefficients, t-statistics and p-values for testing Hypothesis 4. As 

dependent variable we consider the residuals of CDS spread changes starting 14 days after up to 30 

days after the announcement date of the current quarter, after controlling for equity returns, implied 

volatility changes as well as changes in market variables related to macroeconomy. The independent 

variables include only the financial ratios that are selected by the LASSO estimator. Particularly, each 

one of the 43 financial ratios available in the sample is decomposed into two ratios, the one capturing 

only positive changes ((P) – financial ratio increases) while the other reflecting only negative changes 

((N) -  financial ratio decreases). This way, the financial ratios used as independent variables distinctly 

capture the impact of positive vs. negative news contained in a firm‟s financial statements. 
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Appendix 3.A. LASSO applications 

 LASSO is especially helpful in cases where the number of potential predictors 

is large relative to the number of observations in a dataset. By adapting the magnitude 

of the penalty, via calibrating the tuning constant ι, the number of non-zero regressors 

is determined. Although the ridge regression follows a similar rational in contracting 

parameter estimates by minimizing  ∑   
  

   , rather than  ∑ |  |
 
    that is minimized 

by LASSO, it is not as efficient in exluding many regressors. This flaw of ridge 

regression stems from the fact that for smaller values of the coefficients (  ),    
  is 

considerably smaller than |  |. 

 Not surprisingly, LASSO applications abound in the area of biogenetics, since 

the number of potential genetic predictors that are related with the occurrence of a 

disease far exceeds the number of observations in the samples examined. Wu et al. 

(2009) assess the performance of LASSO logistic regression in selecting among a 

large number of SNPs (single nucleotide polymorphisms) for a disease gene mapping. 

By testing their model both on simulated and on real data, they not only find the same 

determinants with previous studies for coeliac disease but also unveil the potential 

interactions among various SNPs. Other studies from the field of biogenetics that use 

LASSO include Shi et al. (2008), who aim in identifying significant patters of various 

risk factors among a wide range of potential candidates, and Park and Hastie (2008), 

who examine the interaction of various genes in the occurrence of a disease. 

 LASSO has been also used in economic time series forecasting. Bai and Ng 

(2008) utilize LASSO as a soft thresholding means to identify the top-ranked 

predictors, that is, the “targeted predictors” to be used in the formation of the factors 

under the principal component analysis. They assess sundry methods in predicting 
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inflation across various horizons and over several samples. The selection of inflation 

over other macroeconomic variables is due to its heightened importance for decision 

making both by private investors and by government bodies. On top of that, 

forecasting inflation series constitutes not an easy task. The use of LASSO enables 

Bai and Ng (2008) to avoid uninformative predictors while at the same time refrain 

from selecting highly correlated regressors. Their results indicate that the LARS-

LASSO EN estimator outperforms the remaining methods in the selection of the 

“best” predictors for forecasting.  

 Applications of LASSO abound in various fields, other than the ones 

mentioned above. For example, Verbesselta et al. (2009) utilize LASSO to identify 

the best measures whose changes are able to predict tree mortality, by examining 

images of the respective areas taken by a satellite. While, Kamarianakis et al. (2012) 

employ LASSO in real time forecasting of road traffic. In particular, they use LASSO 

for simultaneous model selection and coefficient calibration for each location. All in 

all, since LASSO succeeds in correctly identifying the most relevant predictors for 

explaining the dependent variable, its applications can be extended in almost all 

research fields for which a relation between a dependent variable and an extended 

series of regressors has to be investigated. 
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Appendix 3.B. Trace plots of LASSO coefficients 

  The trace plots (1-6) presented below illustrate how the number of the 

regressor coefficients that shrunk to zero increases as lambda rises, for calibrating the 

model specifications under hypotheses 1, 2.a and 2.b. Specifically, while moving from 

the right to the left side of the chart, lambda rises and the number of non-zero 

coefficients decreases. Hence, resulting into a more parsimonious regression 

specification. In particular, the dashed vertical green line (the second one on the left 

side of the plot) reflects the number of non-zero regressors when the Mean Square 

Error is minimized, therefore, denoting the regressors that participate in the optimal 

model under LASSO.  

 

1. Trace plot on coefficients fit by LASSO on residualsq (unexplained part of 

ΔCDSq) 
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2. Trace plot on coefficients fit by LASSO on residuals30-1 (unexplained part of 

ΔCDS30-1) 

 

 

3. Trace Plot on coefficients fit by LASSO on residuals1-1 (unexplained part of 

ΔCDS1-1) 
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4. Trace plot on coefficients fit by LASSO on residuals1-7 (unexplained part of 

ΔCDS1-7) 

 

5. Trace plot on coefficients fit by LASSO on residuals7-14 (unexplained part of 

ΔCDS7-14) 
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6. Trace plot on coefficients fit by LASSO on residuals14-30 (unexplained part of 

ΔCDS14-30) 
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Appendix 3.C. Asymmetrical impact of financial ratios on the residuals of CDS spread changes 

Tables 3.C.a-f report quantile regression coefficients, t-statistics and p-values for testing Hypothesis 3. The dependent variables are the residuals of CDS spread 

quarterly changes (a) as well as the residuals of CDS spread changes along 5 non-overlapping periods that quarterly changes are decomposed (b-f), after controlling 

for equity returns, implied volatility changes and changes in macroeconomic variable. The regressors include the financial ratios selected by LASSO for each model 

specification under hypothesis 1 and 2. The coefficients and the p-values for the factors that affect the unexplained part of CDS spread changes are examined in 5 

quantiles, that is, 10%: most negative changes, 25%: less negative changes, 50%: median, 75%: less positive changes and 90%: most positive changes. 

Table 3.C.a: Examine the asymmetrical impact of financial ratios on the residuals of CDS spread quarterly changes - ΔRESq           

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔRESq 
 

Coef. t P>t 
 

Coef. t P>t 
 

Coef. t P>t 
 

Coef. t P>t 
 

Coef. t P>t 

Γ(Current ratio) 
 

-0.00747 -0.38 0.70 
 

-0.01990 -1.52 0.13 
 

-0.01073 -0.96 0.34 
 

-0.01471 -1.04 0.30 
 

-0.04156 -1.74 0.08 

Γ(EBITDA less capital 

expenditure to Interest 

expenses) 
 

-0.00060 -1.99 0.05 
 

-0.00035 -1.76 0.08 
 

-0.00032 -1.88 0.06 
 

-0.00044 -2.02 0.04 
 

-0.00009 -0.26 0.80 

Γ(Free Cash flows per share) 
 

-0.00642 -1.85 0.06 
 

-0.00188 -0.81 0.42 
 

0.00020 0.10 0.92 
 

-0.00059 -0.24 0.81 
 

0.00146 0.34 0.73 

Γ(Operating income to Total 

Capital)  
0.00548 2.34 0.02 

 
0.00204 1.30 0.19 

 
0.00186 1.39 0.17 

 
0.00150 0.88 0.38 

 
-0.00103 -0.36 0.72 

Γ(Asset Turnover) 
 

0.14705 1.76 0.08 
 

0.18512 3.29 0.00 
 

0.10752 2.24 0.03 
 

0.06103 1.01 0.32 
 

0.04349 0.42 0.67 

Γ(Book Value per share) 
 

0.07315 1.39 0.17 
 

0.10236 2.89 0.00 
 

0.16818 5.57 0.00 
 

0.14759 3.86 0.00 
 

0.20192 3.13 0.00 

Γ(Increase in Liabilities as a 

percent of Total Liabilities)  
-0.00001 -1.70 0.09 

 
0.00000 -0.30 0.77 

 
0.00000 1.14 0.25 

 
0.00000 1.39 0.16 

 
0.00000 -0.79 0.43 

Γ(Tangible Book Value per 

share)  
-0.00668 -0.75 0.45 

 
-0.00409 -0.68 0.49 

 
-0.00463 -0.91 0.36 

 
-0.00913 -1.41 0.16 

 
-0.00299 -0.27 0.78 

Γ(Retained Earnings to 

Tangible Assets)  
0.01452 0.22 0.83 

 
-0.01121 -0.25 0.80 

 
-0.06330 -1.68 0.09 

 
-0.07675 -1.61 0.11 

 
-0.14073 -1.75 0.08 

Γ(Assets to Equity) 
 

-0.00334 -0.61 0.54 
 

0.00441 1.20 0.23 
 

0.00562 1.80 0.07 
 

0.00507 1.28 0.20 
 

0.00432 0.65 0.52 

Γ(Common equity to Total 

assets)  
0.00020 0.09 0.93 

 
-0.00388 -2.51 0.01 

 
-0.00479 -3.64 0.00 

 
-0.00409 -2.45 0.01 

 
-0.00419 -1.49 0.14 
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Γ(Financial Leverage) 
 

0.00136 0.31 0.76 
 

0.00042 0.14 0.89 
 

-0.00048 -0.19 0.85 
 

0.00156 0.49 0.63 
 

0.00723 1.34 0.18 

Γ(Debt to EBITDA) 
 

-0.00003 -0.09 0.93 
 

0.00026 1.24 0.22 
 

0.00007 0.39 0.69 
 

0.00027 1.19 0.23 
 

0.00087 2.24 0.03 

Γ(Total Debt to Common 

Equity)  
0.00015 0.98 0.33 

 
0.00006 0.56 0.58 

 
0.00014 1.59 0.11 

 
0.00003 0.27 0.78 

 
0.00000 -0.02 0.99 

Γ(Earnings per share) 
 

-0.00157 -0.31 0.76 
 

-0.00193 -0.57 0.57 
 

-0.00115 -0.40 0.69 
 

0.00169 0.46 0.64 
 

-0.00161 -0.26 0.79 

Γ(Operating income per share) 
 

-0.01206 -1.41 0.16 
 

-0.00490 -0.85 0.39 
 

-0.00389 -0.79 0.43 
 

-0.00663 -1.07 0.29 
 

-0.00783 -0.75 0.45 

Γ(Operating Margin) 
 

0.00117 1.16 0.25 
 

-0.00061 -0.90 0.37 
 

-0.00068 -1.18 0.24 
 

0.00034 0.47 0.64 
 

0.00131 1.06 0.29 

Γ(Pretax Margin) 
 

-0.00026 -0.61 0.54 
 

0.00015 0.54 0.59 
 

0.00013 0.52 0.61 
 

-0.00033 -1.05 0.29 
 

-0.00093 -1.78 0.08 

Constant 
 

-0.26145 -54.22 0.00 
 

-0.13633 -42.12 0.00 
 

-0.00995 -3.61 0.00 
 

0.11860 33.96 0.00 
 

0.26740 45.41 0.00 

R
2
 : 

 

0.7% 
 

0.5% 
 

0.4% 
 

0.5% 
 

0.7% 

Number of obs:   8,440                                 
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Table 3.C.b: Examine the asymmetrical impact of financial ratios on the residuals of CDS spread changes - ΔRES30-1                   

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔRES30-1  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(Current ratio) 
 

-0.00569 -0.35 0.73 
 

-0.01305 -1.34 0.18 
 

-0.02267 -2.60 0.01 
 

-0.01833 -1.68 0.09 
 

-0.04239 -2.13 0.03 

Γ(EBITDA less capital 

expenditure to Interest 

expenses) 
 

-0.00004 -0.16 0.87 
 

-0.00025 -1.68 0.09 
 

-0.00014 -1.06 0.29 
 

-0.00018 -1.10 0.27 
 

-0.00005 -0.17 0.87 

Γ(Operating income to Total 

Capital)  
0.00373 1.93 0.05 

 
0.00279 2.43 0.02 

 
0.00131 1.28 0.20 

 
0.00221 1.72 0.09 

 
-0.00015 -0.07 0.95 

Γ(Asset Turnover) 
 

0.07980 1.15 0.25 
 

0.07478 1.81 0.07 
 

0.06766 1.83 0.07 
 

-0.01442 -0.31 0.76 
 

-0.04338 -0.51 0.61 

Γ(Tangible Book Value per 

share)  
-0.00563 -0.74 0.46 

 
-0.00165 -0.36 0.72 

 
-0.00621 -1.53 0.13 

 
-0.01158 -2.29 0.02 

 
-0.01110 -1.20 0.23 

Γ(Retained Earnings to 

Tangible Assets)  
-0.00811 -0.16 0.88 

 
-0.04103 -1.33 0.18 

 
-0.04304 -1.56 0.12 

 
-0.05043 -1.47 0.14 

 
-0.07506 -1.19 0.23 

Γ(Financial Leverage) 
 

0.00410 1.44 0.15 
 

0.00183 1.08 0.28 
 

0.00232 1.53 0.13 
 

0.00395 2.09 0.04 
 

0.00491 1.42 0.16 

Γ(Debt to EBITDA) 
 

0.00038 1.43 0.15 
 

0.00031 1.95 0.05 
 

0.00022 1.54 0.12 
 

0.00051 2.88 0.00 
 

0.00062 1.94 0.05 

Γ(Pretax Margin) 
 

-0.00033 -1.07 0.29 
 

-0.00009 -0.48 0.64 
 

0.00004 0.24 0.81 
 

-0.00053 -2.53 0.01 
 

-0.00009 -0.23 0.82 

Constant 
 

-0.21111 -54.81 0.00 
 

-0.10962 -47.79 0.00 
 

-0.00831 -4.05 0.00 
 

0.09568 37.35 0.00 
 

0.22610 48.28 0.00 

R
2
 : 

 

0.4% 
 

0.3% 
 

0.2% 
 

0.4% 
 

0.3% 

Number of obs:   8,517                                 
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Table 3.C.c: Examine the asymmetrical impact of financial ratios on the residuals of CDS spread changes - ΔRES1-1         

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔRES1-1  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(Cash Ratio) 
 

-0.01126 -0.93 0.35 
 

-0.00700 -1.24 0.22 
 

0.00196 0.52 0.60 
 

-0.00305 -0.57 0.57 
 

-0.00941 -0.77 0.44 

Γ(Operating income to Long 

term debt)  
-0.00446 -0.50 0.62 

 
0.00145 0.35 0.73 

 
-0.00288 -1.05 0.29 

 
-0.00734 -1.86 0.06 

 
-0.00682 -0.76 0.45 

Γ(Quick Ratio) 
 

-0.00398 -0.42 0.67 
 

0.00108 0.25 0.81 
 

-0.00465 -1.61 0.11 
 

-0.00190 -0.46 0.65 
 

-0.00432 -0.46 0.65 

Γ(Profit Margin) 
 

-0.00012 -1.25 0.21 
 

-0.00012 -2.71 0.01 
 

-0.00004 -1.45 0.15 
 

-0.00004 -1.01 0.31 
 

-0.00022 -2.31 0.02 

Constant 
 

-0.04976 -42.86 0.00 
 

-0.01972 -36.45 0.00 
 

0.00043 1.21 0.23 
 

0.01920 37.51 0.00 
 

0.04619 39.47 0.00 

R
2
 : 

 

0.2% 
 

0.1% 
 

0.1% 
 

0.1% 
 

0.3% 

Number of obs:   8,688                                 
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Table 3.C.d: Examine the asymmetrical impact of financial ratios on the residuals of CDS spread changes - ΔRES1-7         

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔRES1-7  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(EBITDA less capital 

expenditure to Interest 

expenses) 
 

-0.00002 -0.24 0.81 
 

-0.00001 -0.25 0.80 
 

-0.00001 -0.44 0.66 
 

-0.00001 -0.18 0.86 
 

-0.00009 -1.04 0.30 

Γ(Asset Turnover) 
 

0.03794 1.67 0.10 
 

0.02461 2.16 0.03 
 

0.01612 1.98 0.05 
 

0.01121 0.99 0.32 
 

0.00695 0.33 0.74 

Γ(Book Value per share) 
 

0.01078 0.88 0.38 
 

0.00617 1.00 0.32 
 

0.00756 1.73 0.08 
 

0.01680 2.75 0.01 
 

0.02589 2.29 0.02 

Γ(Increase in Liabilities as a 

percent of Total Liabilities)  
0.00000 -0.86 0.39 

 
0.00000 -2.08 0.04 

 
0.00000 -0.67 0.51 

 
0.00000 -1.30 0.19 

 
0.00000 -1.35 0.18 

Γ(Tangible Book Value per 

share)  
-0.00110 -0.40 0.69 

 
-0.00059 -0.43 0.67 

 
-0.00170 -1.73 0.08 

 
-0.00320 -2.34 0.02 

 
-0.00300 -1.19 0.24 

Γ(Common equity to Total 

assets)  
-0.00170 -1.71 0.09 

 
-0.00063 -1.26 0.21 

 
-0.00001 -0.02 0.98 

 
-0.00026 -0.53 0.60 

 
-0.00086 -0.94 0.35 

Γ(Common equity to Total 

capital)  
0.00014 0.21 0.83 

 
-0.00029 -0.86 0.39 

 
-0.00049 -2.03 0.04 

 
-0.00047 -1.40 0.16 

 
-0.00068 -1.09 0.27 

Γ(Financial Leverage) 
 

-0.00002 -0.02 0.98 
 

-0.00040 -0.73 0.47 
 

-0.00050 -1.29 0.20 
 

-0.00037 -0.69 0.49 
 

-0.00016 -0.16 0.88 

Γ(Long term debt to Total 

Capital)  
-0.00047 -1.23 0.22 

 
-0.00052 -2.70 0.01 

 
-0.00044 -3.19 0.00 

 
-0.00015 -0.76 0.45 

 
-0.00030 -0.85 0.39 

Γ(Debt to EBITDA) 
 

0.00008 0.86 0.39 
 

0.00008 1.68 0.09 
 

0.00003 0.81 0.42 
 

0.00006 1.33 0.19 
 

0.00006 0.74 0.46 

Γ(Total Debt to Tangible book 

value)  
0.00003 0.67 0.50 

 
0.00002 0.69 0.49 

 
0.00002 1.19 0.23 

 
0.00000 -0.17 0.87 

 
0.00003 0.64 0.52 

Γ(Operating Margin) 
 

-0.00043 -1.75 0.08 
 

-0.00015 -1.23 0.22 
 

-0.00003 -0.36 0.72 
 

-0.00001 -0.06 0.95 
 

-0.00004 -0.17 0.87 

Γ(Pretax income per share) 
 

0.00085 0.52 0.60 
 

0.00035 0.43 0.67 
 

-0.00025 -0.43 0.67 
 

-0.00034 -0.42 0.68 
 

-0.00281 -1.87 0.06 

Γ(Return on assets) 
 

0.00057 0.82 0.42 
 

0.00047 1.35 0.18 
 

0.00009 0.35 0.73 
 

0.00005 0.15 0.88 
 

0.00075 1.17 0.24 

Constant 
 

-0.06260 -45.17 0.00 
 

-0.02656 -38.26 0.00 
 

0.00029 0.59 0.56 
 

0.02568 37.25 0.00 
 

0.05823 45.64 0.00 

R
2
 : 

 

0.3% 
 

0.3% 
 

0.2% 
 

0.2% 
 

0.5% 

Number of obs:   8,526                                 
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Table 3.C.e: Examine the asymmetrical impact of financial ratios on the residuals of CDS spread changes - ΔRES7-14         

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔRES7-14  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(Cash to Current Assets) 
 

0.00003 0.12 0.91 
 

0.00003 0.18 0.86 
 

-0.00011 -0.97 0.33 
 

-0.00016 -1.03 0.30 
 

-0.00038 -1.09 0.28 

Γ(Cash Ratio) 
 

-0.01238 -0.66 0.51 
 

0.00175 0.16 0.88 
 

0.00918 1.23 0.22 
 

0.01892 1.75 0.08 
 

0.02133 0.89 0.38 

Γ(Operating income to Long 

term debt)  
0.02550 2.37 0.02 

 
0.00859 1.35 0.18 

 
0.00742 1.74 0.08 

 
0.00090 0.15 0.88 

 
0.00717 0.52 0.60 

Γ(Quick Ratio) 
 

-0.00999 -0.92 0.36 
 

-0.00630 -0.98 0.33 
 

-0.00669 -1.55 0.12 
 

-0.01292 -2.07 0.04 
 

-0.01342 -0.97 0.33 

Γ(Asset Turnover) 
 

0.05190 2.52 0.01 
 

-0.00152 -0.12 0.90 
 

0.00810 0.99 0.32 
 

0.01785 1.51 0.13 
 

0.03019 1.15 0.25 

Γ(Book Value per share) 
 

0.02106 2.48 0.01 
 

0.00851 1.69 0.09 
 

0.00942 2.80 0.01 
 

0.01397 2.87 0.00 
 

-0.00080 -0.07 0.94 

Γ(Increase in Liabilities as a 

percent of Total Liabilities)  
0.00000 -1.11 0.27 

 
0.00000 -1.73 0.08 

 
0.00000 0.26 0.80 

 
0.00000 -0.85 0.39 

 
0.00000 -0.58 0.56 

Γ(Sales turnover to Tangible 

Assets)  
0.01470 0.64 0.52 

 
0.02427 1.78 0.08 

 
0.01256 1.38 0.17 

 
0.02040 1.54 0.12 

 
0.00271 0.09 0.93 

Γ(Long term debt to Total 

Capital)  
0.00003 0.10 0.92 

 
-0.00012 -0.67 0.50 

 
-0.00003 -0.27 0.78 

 
-0.00004 -0.20 0.84 

 
-0.00043 -1.08 0.28 

Constant 
 

-0.06757 -53.03 0.00 
 

-0.03037 -40.18 0.00 
 

-0.00142 -2.80 0.01 
 

0.02680 36.64 0.00 
 

0.06697 41.21 0.00 

R
2
 : 

 

0.6% 
 

0.2% 
 

0.1% 
 

0.1% 
 

0.2% 

Number of obs:   8,617                                 
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Table 3.C.f: Examine the asymmetrical impact of financial ratios on the residuals of CDS spread changes - ΔRES14-30           

Quantile: 
 

10% 
 

25% 
 

50% 
 

75% 
 

90% 

ΔRES14-30  
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

 
Coef. t P>t 

Γ(Cash and Cash equivalents 

per share)  
-0.00833 -1.59 0.11 

 
-0.00016 -0.06 0.95 

 
0.00269 1.22 0.22 

 
0.00320 1.05 0.29 

 
0.00463 0.73 0.47 

Γ(Cash Ratio) 
 

0.02431 1.50 0.13 
 

0.01459 1.82 0.07 
 

0.00295 0.43 0.67 
 

0.00813 0.87 0.39 
 

0.01960 1.00 0.32 

Γ(Cash from operation to 

Total Debt)  
0.00067 0.06 0.96 

 
-0.01015 -1.69 0.09 

 
-0.01719 -3.37 0.00 

 
-0.01814 -2.59 0.01 

 
-0.00884 -0.60 0.55 

Γ(Book Value per share) 
 

0.01506 0.83 0.40 
 

0.02552 2.84 0.00 
 

0.01783 2.34 0.02 
 

0.01768 1.69 0.09 
 

0.03294 1.50 0.13 

Γ(Sales turnover to Tangible 

Assets)  
-0.04880 -1.41 0.16 

 
-0.03390 -1.97 0.05 

 
-0.04569 -3.13 0.00 

 
-0.06305 -3.14 0.00 

 
-0.08412 -2.00 0.05 

Γ(Common equity to Total 

capital)  
-0.00083 -1.26 0.21 

 
-0.00056 -1.69 0.09 

 
-0.00005 -0.18 0.86 

 
-0.00018 -0.47 0.64 

 
-0.00093 -1.16 0.25 

Γ(Financial Leverage) 
 

-0.00121 -0.74 0.46 
 

-0.00001 -0.01 0.99 
 

0.00047 0.68 0.50 
 

0.00140 1.48 0.14 
 

0.00262 1.32 0.19 

Γ(Total Debt to Tangible book 

value)  
-0.00002 -0.28 0.78 

 
-0.00001 -0.43 0.66 

 
-0.00002 -0.70 0.48 

 
-0.00006 -1.52 0.13 

 
-0.00005 -0.63 0.53 

Γ(Pretax income per share) 
 

0.00648 2.75 0.01 
 

0.00317 2.70 0.01 
 

0.00248 2.50 0.01 
 

-0.00077 -0.57 0.57 
 

-0.00416 -1.45 0.15 

Constant 
 

-0.09736 -46.70 0.00 
 

-0.04744 -45.80 0.00 
 

-0.00378 -4.29 0.00 
 

0.04147 34.30 0.00 
 

0.10158 40.06 0.00 

R
2
 : 

 

0.3% 
 

0.3% 
 

0.3% 
 

0.4% 
 

0.4% 

Number of obs:   8,557                                 
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4. Decomposing the Effects of Systematic Liquidity on 

Corporate CDS Spreads 

 

4.1.  Introduction 

Systematic liquidity risk arise when multiple entities face simultaneous strains 

in obtaining new funding or in rolling over their maturing debt as it becomes due. 

Currently, systematic liquidity moved to the center of attention for financial regulators 

as they have understood that stability in the financial system is very tightly related to 

the stability in the global equity and debt markets. In pursuing these objectives, 

financial regulators have recently launched the Liquidity Coverage Ratio (LCR) under 

Basel III
21

, which obliges financial institutions to hold adequate liquid assets to 

withstand a “short-term stress scenario of both institution-specific and systematic 

shocks”. It is the first time that systematic liquidity shocks are officially considered as 

a risk that financial institutions need to tackle, by complying with predefined liquidity 

standards. Although these new standards address the issue of systematic liquidity in 

the financial sector, it is indisputable that systematic liquidity is also relevant for all 

the participants in the global equity and credit markets, since it can curtail their ability 

to access the funding they require via the abovementioned markets. 

Systematic liquidity shocks are triggered by uncertainty drivers that deter 

money market participants from transacting among them, so that market-wide 

liquidity is shrunk. On the one hand, it is the systematic counterparty risk that springs 

                                                           
21

 For liquidity purposes, Basel III also introduces the Net Stable Funding ratio (NSFR) to motivate 

financial institutions to fund their activities with longer term, i.e. more stable, funding.  
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from the unwillingness of interbank dealers to lend their excess funds among them. 

This driver stems from any doubts surrounding borrowers‟ capacity to honor their 

obligations. In case a counterparty goes into default, the triggered market uncertainty 

is expected to blindly deter market participants from any trading activities irrespective 

of the counterparty, drying up market-wide liquidity and triggering a systematic 

liquidity crisis. 

 On the other hand, it is the empirical evidence for the money market rates that 

reveals a liquidity risk component linked to the lender‟s risk, which is attributed to the 

funding liquidity risk and squeeze of high-quality collateral that a lender himself 

might undergo in the future (Eisenschmidt and Tapking 2009, Acharya and Skeie 

2011). Eisenschmidt and Tapking (2009) attribute their findings in what they call 

“liquidity hoarding”, meaning that unsecured money market term rates rise when: a) 

the lender fears that he might face a liquidity shock before the loan matures, and b) 

there is heightened uncertainty regarding the higher funding cost that the lender might 

have to pay in case he faces a liquidity shock in the future.  

 No matter whether the underlying driver is systematic counterparty risk or 

idiosyncratic funding liquidity concerns, the final outcome is a disruption in the 

functioning of the money markets. Recent evidence provided by Acharya and Mora 

(2015) reveals that banks found themselves in a crisis as liquidity providers during the 

outbreak of the 2007-9 financial crisis. In particular, they posit that shocks to the 

banks‟ lending risk aversion and to their availability of collateral led to a curtailment 

of credit expansion. Indeed, they find that banks squeezed their liquid asset buffers so 

as to meet, to the greatest extent possible, any liquidity providing demands. Being the 

major dealers in the market, banks may have therefore simply increased the quoted 

CDS spreads across all reference entities so as to be compensated for the increased 
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fixed costs that themselves faced. In other words, systematic liquidity premiums 

included in a firm‟s CDS spread may also reflect the increased dealers‟ risk, apart 

from the heightened adverse selection costs for a given reference entity.  

Seeing that the price of a security depends on the capacity of arbitrageurs to 

access the required capital so as to implement their strategies, which would drive 

market prices towards an equilibrium level, a dislocation in the money or/and capital 

markets can lead to a severe disruption in the assets market. Indeed, the withdrawal of 

funding after the Lehman‟s collapse forced arbitrageurs to liquidate their positions, 

causing a steep drop in asset prices. As arbitrageurs ceased to provide liquidity and 

started to require liquidity from the market, the price of liquidity skyrocketed. 

Specifically, on 16 September 2008 the price for accessing the unsecured interbank 

market more than tripled
22

 to reach 6.4%. At the same time, repo haircuts for 

securities other than Treasuries soared from less than 1%, prior to Lehman‟s collapse, 

to 45% (Gorton and Metrick 2011).  

Elevated information asymmetry during that period hampered investors from 

identifying the credit risk of each bank. Hence, they demanded a higher compensation 

for providing financing across counterparties, or at the extreme of adverse selection 

fears they became unwilling to lend at all. So, it goes without saying that systematic 

liquidity risk, as reflected in money market indicators, is expected to have a material 

impact on the market price of a firm‟s credit risk. Essentially, systematic liquidity risk 

enters the credit spread as an exogenous trading cost component that has to be priced.  

There is a series of research papers that try to identify the impact of liquidity 

on the equity (Goyenko 2009), on the bond (Longstaff 2005, Chen 2007, Beber 2009 

                                                           

22
 On 12 September 2008, unsecured interbank rates stood at 2.1%. 
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and Goyenko 2011) and on the CDS markets (Chen 2010, Tang & Yan 2011) as well 

as on the interactions of liquidity among these markets (Pu 2009). However, these 

studies focus on the issue of idiosyncratic liquidity that is surpassed by systematic 

factors in times of stress, when investors pursue liquidity instead of credit quality 

across all securities in a market (Beber 2009).  

Another strand of literature has been recently developed to examine the 

interconnectedness of liquidity and the potential spillovers between the bond and the 

CDS markets or within the same market from one individual to another. The former is 

examined in Eurozone sovereign bond and CDS markets by Calice (2011) and 

Fontana (2010), who identify the influence of sovereign CDS market liquidity to the 

government bond markets. While the latter is explored by Kallbaska (2012), who 

identifies contagion effects among sovereigns in the Eurozone. Although these studies 

search for potential contagion effects in the credit markets, that is, they recognize any 

embedded systematic risks, they neither address how systematic liquidity is priced on 

corporate CDS spreads, nor focus on potential systematic liquidity spillover effects 

from one country to the CDS spreads of firms located in a different country.  

Taking all the above into account, we can identify in the current literature 

ample room for investigating whether any  systematic liquidity cost components  are 

present in corporate CDS spreads. Particularly, how systematic liquidity premiums are 

priced in corporate CDS spreads as well as to what extent any cost components that 

arise from a rise in “global” systematic liquidity risk can impact (spillover effects) on 

“local” corporate CDS spreads (i.e. CDS spreads of firms located in different 

countries), are issues that have not been studied as such. 

Our results confirm that systematic liquidity variables do matter in 

determining corporate CDS spreads, even after controlling for a broad set of firm 
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specific market and accounting variables as well as a series of market related 

macroeconomic indicators. To state it differently, our findings indicate an exogenous 

systematic liquidity cost component in corporate CDS spreads, since dealers that are 

exposed to funding risk via the money market channel price it into their quoted credit 

spreads. In particular, we identify a discrete impact of TED spread on the CDS 

spreads of firms located in countries outside North America. The negative sign of the 

coefficients imply that an increase in systematic liquidity uncertainty in North 

America induces decreased uncertainty outside North America. On the other hand, the 

positive sensitivity of the country-specific spread over GCRR
23

 implies a widening in 

a firm‟s CDS spread when there is an asymmetrical increase in the interest rate for 

borrowing unsecured compared to secured funding in that country. That is, local 

systematic liquidity risk is positively correlated with local firms‟ CDS spreads. 

Our findings also imply a different impact of systematic liquidity variables on 

non-financial corporate CDS spreads. The statistically significant negative 

coefficients point to the existence of a negative systematic liquidity premium in the 

CDS spreads of firms belonging to those non-financial sectors, when systematic 

liquidity concerns arise. In a sense, reflecting the lower perceived susceptibility to 

money market shocks of non-financial relative to financial firms. To state it 

differently, dealers subtract part of their surcharges in their quoted CDS spreads for 

all those market participants not experiencing themselves an increase in their fixed 

cost components, during periods of heightened uncertainty in the money markets.  

Then, being motivated by the unique characteristics of financial relative to 

non-financial firms, including the heightened role of the former for systematic risk 

                                                           
23

 GCRR stands for General Collateral Repo Rates. 
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(Freixas 2000, Alter 2012), we search for combined “country and financials” effects 

of systematic liquidity on corporate CDS spreads. Our results suggest that the CDS 

spreads of financial firms are affected by systematic liquidity to a larger extent 

compared to those of non-financial firms, since the respective coefficients are 

consistently higher, in absolute terms, for all the country groups examined. Arora et 

al. (2012) find that counterparty credit risk is not priced in the CDS spreads of 

financials due to mitigation techniques (ISDA agreements) that entail full 

collateralization of a CDS liability and to inconclusive evidence about any default 

correlation between financial firms and the CDS dealers. Therefore, we can infer that 

the resulting higher systematic liquidity sensitivities for financials may be also 

attributed to their higher credit risk. Indeed, the highly leveraged balance sheets of 

financial institutions and their increased exposure to money market shocks call for 

incremental costs to be reflected in their CDS spreads. 

Combining the aforementioned differentiation in the systematic liquidity 

sensitivities among countries with the relevant literature that investigates whether 

certain credit events are priced by the CDS market (Hull and Predescu 2004, Norden 

and Weber 2004), we are next motivated to explore for any country-specific credit 

events that may somehow modified the impact of systematic liquidity factors on the 

pricing of corporate CDS spreads. 

Our evidence suggests that when a country was downgraded, an increase in 

TED spread widened the CDS spreads of its local firms, thus, magnifying any effects 

of systematic liquidity on corporate CDS spreads. In a sense, our results denote the 

increased vulnerability of the downgraded country to systematic shocks. Whereas, 

when a country‟s upgrade coincided with a rise in systematic liquidity risk outside the 

country, the CDS spreads of home firms further tightened. To sum up, countries‟ 
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credit rating changes amplified the pricing impact of systematic liquidity on the CDS 

spreads of their local firms. 

As far as the impact of a change in the outlook/watch of a country and its 

effects, through systematic liquidity, on corporate CDS spreads is concerned, our 

findings imply that positive prospect changes for some weak countries offset the 

negative impact from a rise in systematic liquidity risk. In particular, when a positive 

outlook change was coupled with an increase in local systematic liquidity risk, 

corporate CDS spreads tightened. While, in case it was paired with a rise in global 

uncertainly, corporate CDS spreads widened. This finding may be attributed to the 

precarious economic conditions in those countries, which kept their local firms more 

susceptible to negative global market developments.  

We structure our empirical analysis in this study around three core hypotheses. 

In the first hypothesis we test if systematic liquidity is indeed priced in corporate CDS 

spreads. The second hypothesis investigates whether the impact of systematic 

liquidity on corporate CDS spreads is differentiated according to a firm‟s home 

country or/and sector. While, the third hypothesis examines whether  certain country-

specific credit standing changes caused any alterations in the way that systematic 

liquidity impacted on the pricing of corporate CDS spreads.  

In testing the abovementioned hypotheses we employ two systematic liquidity 

risk proxies. The one is TED spread, which is calculated as the difference between the 

interest rates for the 3m unsecured interbank borrowing and the 3m U.S. Treasuries, 

representing an indicator that captures both systematic liquidity and “flight to quality” 

(Brunnermeier 2009, IMF‟s Global Financial Stability Report 2009, Rodriguez-

Moreno 2013). Following the same strand of thought as in Longstaff et al. (2011), we 

consider a US specific variable, namely TED spread, as being a leading indicator of 
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crisis. To state it differently, TED spread is considered as a “global” systematic 

liquidity indicator that captures worldwide variations in systematic liquidity. The 

intuition behind our choice is supported by various arguments, including among 

others the ever increasing globalization, the empirical evidence that shocks from the 

US markets disseminate around the globe (Roll 1988, Goetzmann et al. 2005) and the 

fact that the USA, being the largest economy, has a direct or an indirect impact on 

other economies.   

Our second systematic liquidity proxy is the spread over GCRR, calculated as 

the interest rate differential of 1m EURIBOR over Euro-GCRR, or by using the 

respective domestic LIBOR and GCRR rates for firms located in non-euro countries. 

The spread over GCRR represents the excess return that a participant in the interbank 

market has to pay to obtain unsecured versus secured funding. Eisenschmidt and 

Tapking (2009) find that the spread of Euribor over Euro-GCRR is correlated not only 

to the borrower‟s credit risk, but also to the lender‟s potential funding liquidity risks. 

We use this country-specific indicator as a systematic liquidity proxy for the domestic 

market of each country. 

The contribution of this study is threefold. Firstly, we extend the existing 

literature, which posits that systematic liquidity plays a nontrivial role (Beber 2008, 

Pu et al. 2011) in the credit markets, by identifying country or/and sector systematic 

liquidity risk premia on corporate CDS spreads. Secondly, by grouping together 

countries with similar risk profiles and by employing TED spread as a global 

systematic liquidity proxy, we capture liquidity spillover effects from the USA to 

firms located in other countries. In that respect, we somehow complement the 

literature that explores contagion effects among countries (Calice 2011, Kalbaska 

2012), though indirectly, as our study is oriented towards systematic liquidity 
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spillovers on corporate CDS spreads. Thirdly, by investigating for any effects, 

through systematic liquidity variables, that country-specific credit standing events had 

on the CDS spreads of their domestic firms, we supplement the literature that 

identifies interdependencies (spill-over effects) among sovereigns and their local 

firms (Alter 2012). To the best of our knowledge, we are not aware of any other study 

that examines the abovementioned relations as such. 

The implications of our findings can be useful to a number of interested 

parties. Firstly, our findings can be very helpful to CDS dealers, in the sense that they 

have to consider explicitly in their valuations systematic liquidity proxies. 

Specifically, CDS dealers have to adjust their valuations to capture the diverse impact 

of systematic liquidity indicators on the CDS spreads of firms located in different 

countries and/or belonging to different sectors. At the same time, seen from the 

perspective of the value traders, systematic liquidity shocks introduce an exogenous 

cost component that they have to bear under the price discovery process. In a sense, 

value trading becomes less valid, as liquidity shocks hinder value traders from 

identifying an instrument‟s intrinsic value.    

Secondly, as we have confirmed that systematic liquidity plays a non-trivial 

role in the CDS market, policymakers should a-priory incorporate in their decision-

making process any systematic liquidity implications that might disrupt its normal 

functioning. For example, in the interest rate setting process, a higher than expected 

drop in interest rates would reveal central bank‟s determination to tackle deteriorating 

market conditions. Therefore, mitigate any market uncertainty that can give rise to 

systematic liquidity shocks. 

Finally, the links between changes in the credit rating of a country and the 

subsequent impact, through systematic liquidity, on corporate CDS spreads may urge 
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policymakers to act more promptly so as to safeguard liquidity in countries 

experiencing adverse credit standing changes. For example, in case a country is about 

to be downgraded, the local central bank could increase liquidity injections to the 

banking sector, both to alleviate any funding liquidity problems that local banks may 

face as well as to avoid any funding disruptions from the banking sector to the real 

economy. These proactive actions will facilitate a country‟s quicker recovery to 

growth, since by supporting the real economy the conditions in the country itself 

gradually improve. In a sense, the important role of systematic liquidity in the 

formation of CDS spreads confirms the appropriateness of measures taken by the 

central banks in the USA and in Europe in supporting the financial system during the 

latest financial crisis. 

The rest of this chapter is organized as follows. In section 4.2 we introduce our 

data set and some summary statistics, while in section 4.3 we discuss the statistical 

methodology we employ. In section 4.4 we develop our hypotheses and present all the 

empirical results of the analysis, in section 4.5 we describe the robustness checks we 

perform and finally in section 4.6 we conclude. 

 

4.2.  Sample, summary statistics and variable selection 

4.2.1. Sample 

 Our sample consists of 5yr CDS spreads on senior unsecured corporate debt 

that are downloaded from Bloomberg. These data range from 31 Dec 2004 to 30 May 

2012 and include companies all over the world for which data is available in 

Bloomberg. The selection of the 5yr CDS spread is primarily due to its higher 

liquidity among all tradable tenors, and due to the fact that Bloomberg provides most 
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quotes for it, compared to all other tradable tenors.  

Corporate CDS spreads are matched with equity returns and implied volatility 

data for each respective firm. We also map corporate CDS spreads with 

macroeconomic variables such as the level of 2yr swap rates, the CDS spread of the 

home country, volatility indices as well as systematic liquidity variables. Moreover, 

we complement our sample with accounting variables to capture any firm-specific 

accounting characteristics that are not accounted for by firm-specific market 

variables. The accounting ratios employed cover the broad categories of leverage & 

capital structure, cash flow protection & liquidity, valuation, profitability and 

financial flexibility, as Bloomberg describes them. 

 We map all market variables in such a way that they fall 7 days after the 

announcement date of the quarterly financial statements for a given company. This 

way we allow enough time to the CDS market to absorb the information contained 

into the financial statements. 

 

4.2.2. Summary statistics 

Our initial sample consists of 884 firms spanning 30 quarters. However, as 

some companies do not have available CDS data since 2004 or because they report 

their financial statements on a semiannual basis, we end up with about 17.413
24

 

observations.   

In the final sample, there are on average 21 quarterly observations per 

company, out of a total of 30 quarters that the sample spans. Table 4-1 presents the 
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 The final model includes about 16.003 observations, as the use of forward orthogonal deviations in 

the dynamic panel specification omits the last observation for each individual in the sample. 
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country, sector and credit rating profile of our sample. About half of the observations 

pertain to firms from the USA, while about a quarter comes from Japan. Regarding 

the sector classification of the companies included in the sample, around 32% of them 

belong to the consumer sector, while 16% of them are related to the financial sector. 

Finally, regarding their credit rating, about two thirds are considered investment grade 

on the day of downloading the dataset. 

 In table 4-2 we introduce our sample by quarter dimension. There are on 

average 580 observations per quarter and the average CDS spread for all observations 

across the 30 quarters that the sample spans is 152 b.p.. Furthermore, the average 

CDS spread per quarter peaks in Q4 2008 at the level of 423 b.p.. 

 

4.2.3. Variable selection 

In setting up our base model, we initially examine the variables that have been 

widely used in the literature as the main determinants of a firm‟s credit risk. These 

include accounting ratios (Altman 1968, Ohlson 1980), variables prescribed by the 

structural models theory (Merton 1974, Eom 2004) as well as other factors included in 

models that are used as determinants for the “levels” or the “changes” of the credit 

spreads (Collin-Dufresne et al. 2001, Campbell et al. 2003, Campbell et al. 2008, 

Avramov et al. 2007, Das et al. 2009, Tang 2009, Bonfim et al. 2009).  

Below we present the proposed variables that are included in the main model, 

after considering both their theoretical base as well as any model parsimony 

constraints. The first set of variables includes:   
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i. Spot rates. We expect an increase in the spot rates to increase the risk-neutral 

drift of a firm‟s asset value, reducing its probability of default and so tightening 

its CDS spreads. 

ii. Equity implied volatility. A firm‟s debt can be considered as a long position on a 

risk-free bond and a short position on a put on the assets of the firm. While this 

firm is viable, the price of this out-of-the-money put depends on the implied 

volatility of the underlying more than on anything else. That is, an increase in a 

firm‟s implied volatility is expected to have a positive relation with its CDS 

spread, denoting its higher probability of default. Furthermore, given that 

volatility constitute the key determinant for calculating the collateral haircuts to 

be applied in obtaining secured funding, it directly affects the capacity of money 

market participants to fund the positions they undertake. Thus, dealers are 

expected to charge increased CDS premiums for underlying securities with lower 

debt capacity
25

.  

iii. Equity returns. Higher equity returns lead to decreased market leverage, thus, 

increasing a firm‟s distance to default and so tightening its CDS spread.  

iv. VIX. We include an implied volatility index to proxy for the market sentiment 

(Bao 2011). We expect a positive relation between VIX and CDS spreads, as 

deteriorating market conditions are expected to increase default probabilities 

across firms.  

v. Country CDS. The CDS spread interdependencies among countries and their 

domestic firms have recently been considered in some studies (Alter 2012). 

Furthermore, Lo Duca and Peltonen (2013) note that the performance of models 
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 According to Acharya, Gale and Yorulmazer (2011), the debt capacity of an asset is the amount of 

cash that it can generate when used as collateral. 
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attempting to forecast systematic events is materially enhanced, when considering 

both domestic and global factors. In a similar vein, the common factor that 

captures economic catastrophe risk in the residuals of CDS returns (Berndt 2010), 

reveals extra merits in explicitly capturing the impact of a country‟s CDS spread 

on the CDS spreads of its local firms. So, to account for the portion of a firm‟s 

default risk that is attributed to the credit standing of its home country, we 

consider in our specification the respective home country CDS spread. 

vi. Accounting ratios. In order to capture the possible signals that market variables 

may fail to notice
26

, we include in the main model a set of accounting ratios. In 

that respect, we augment our specification with a firm specific leverage ratio (debt 

to assets ratio), a liquidity ratio (cash and cash equivalents per share), a valuation 

ratio (price to sales ratio) and a financial flexibility ratio (tangible book value per 

share) in line with the studies that focus on the informational content of 

accounting data (Das 2009). We also examine the explanatory power of some 

profitability indicators, but none of them prove to be significant in our 

specification for the horizon we examine, thus, we do not incorporate such a 

variable in the analysis. We expect an improvement in leverage, in liquidity, in 

valuation and in financial flexibility to tighten corporate CDS spreads, while a 

respective deterioration to widen CDS spreads.  

The second set of variables that we consider in the analysis relates to the 

potential measures of systematic liquidity risk. Our dataset included three such 

potential candidates. The first is TED spread, which is the difference between the 
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 Das et al. (2009) illustrates that in the case of Enron, the market based estimates for its financial 

situation were not enough to unveil that the company was in deep distress. He concludes that market 

based estimates have to be complemented with pure accounting information. 
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interest rates for the 3m LIBOR and the 3m U.S. Treasuries. LIBOR is the average 

interest rate of borrowing unsecured funding in the interbank market. TED spread is 

an indicator for both systematic liquidity and “flight to quality”. Specifically, under 

conditions of market-wide uncertainty US Treasuries benefit by driving down their 

yield, while LIBOR rates rise, thus, widening TED spread.  

The above are more clearly illustrated by splitting TED spread into two 

components namely “LIBOR – OIS” and “OIS – Treasure Rates”, where OIS 

represents the Overnight Index Swap rate. The former component reflects the risk 

premium that a lender has to receive to commit funds for a longer time period. In 

particular, the longer the lending horizon, the higher the uncertainty and so, the higher 

the risk undertaken by the lender. Whereas, the latter part captures the lender‟s 

concerns that himself might be under strain in the future. Particularly, a lender might 

prefer to hold cash or Treasuries to safeguard his liquidity position, as opposed to 

committing those funds to a term deposit. To state it differently, the holder of the 

Treasuries can at any time liquidate them, which is not an available option for the 

term deposit provider. Given that financial institutions consider the abovementioned 

risks into their decision making process, any latent market uncertainty may lead in 

financial markets operating poorly at directing funds from one member to another, 

thus, substantially curtailing the amount of available credit both for banks and for 

corporates.  

TED spread reached 220 bps during the subprime mortgage crisis in 2007, 

while during October 2008 TED spread climbed to 464 b.p., representing its lifetime 

high. Essentially, reflecting the profound unwillingness to transact in the unsecured 

interbank market that led to an acute reduction in liquidity. TED spread is considered 

as a measure of systematic liquidity in the markets by Brunnermeier (2009), IMF‟s 
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Global Financial Stability Report (2009) and by Rodriguez-Moreno (2013). TED 

spread can be deemed as an indicator of systematic liquidity risk not only in the USA 

but also worldwide, due to the current interconnectedness among global financial 

markets and the predominant role played by the US banks. 

As a second indicator we examine the spread of 1m EURIBOR (LIBOR) over 

EONIA (OIS) rates. In calculating this interest rate differential for firms whose 

domestic currency isn‟t euro, we use the respective LIBOR rate instead of EURIBOR 

and the respective Overnight Index Swap (OIS) rate instead of EONIA. Overnight 

index swaps (OIS) enable financial institutions to swap the interest rates paid on their 

current debt, while at the same time leaving intact the terms of their current loan 

agreements. Usually, when two financial institutions enter into an  overnight index 

swap (OIS), the one is paying a fixed rate and receives an overnight rate, while the 

other receives a fixed rate and pays an overnight rate. 

EONIA (Euro OverNight Index Average) is an effective overnight interest rate 

of all overnight unsecured lending transactions in the interbank market, and hence it 

can be considered as almost riskless due to its short term maturity. Since it does not 

entail any principal exchanges at the beginning and at the maturity of the transaction, 

any counterparty credit risk is limited to the loss of accrued interest. The overnight 

index swap rate per se is not that informative, though, when combined with LIBOR, it 

provides a view on the market conditions in the global money markets.  

Indeed, the spread over EONIA (OIS) is a measure of short-term liquidity risk, 

which also incorporates any short-term credit risk concerns. The latter is especially 

true since it reflects the premium that a borrower has to pay to secure funding for a 

period of 1m instead of having to roll it over on a daily basis. Furthermore, the spread 

over EONIA (OIS) is considered as an indication of banks‟ willingness to lend money 
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in the interbank market (Murphy 2012), and thus, it is expected that in case systematic 

liquidity problems arise or are about to arise in the market, it will promptly widen. 

Schwarz (2014) finds evidence that the widening of the LIBOR-OIS spread can be 

attributed by more than two-thirds on market liquidity. In a similar vein, Michaud and 

Upper (2008) conclude that there does not exist a strong connection between the risk 

premia in the interbank market and the risk of default, suggesting that the core driver 

for daily quoting is funding liquidity. Finally, Acharya and Skeie (2011) show that 

financial crises are closely linked with decreased volumes and elevated interest rates 

for interbank loans. They posit that banks curtail interbank lending and hoard liquidity 

in so far as their own rollover risk rises.  

 The third factor that we consider as a potential systematic liquidity indicator is 

the spread of 1m EURIBOR over Euro-GCRR. Similarly to the calculation of the 

spread over EONIA, for non-euro firms the respective currency‟s LIBOR and GCRR 

are used in the estimation of the spread. The spread over GCRR represents what a 

participant in the interbank market has to pay for unsecured versus secured 

borrowing. This indicator has been used in the literature as a counterparty credit risk 

indicator (Taylor 2009, Pu 2011), though, we consider it to be also relevant for 

reflecting systematic liquidity risk, as it provides an aggregate measure of the 

unwillingness to trade and of a flight-to-security. Particularly, Eisenschmidt and 

Tapking (2009) find that there is a large part of the spread of Euribor over Euro-

GCRR and of Euribor over EONIA that cannot be assigned to the borrower‟s credit 

risk, but is linked to the lender‟s risk and can be attributed to the potential funding 

liquidity risks and squeeze of high-quality collateral that a lender himself might 

undergo.  
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GCRR also reflect the capacity of a lender to rehypotheticate
27

 any collateral 

received under a secured lending transaction. In particular, if the lender is able to 

refinance the collateralized loan he has granted at a lower rate, the GCRR not to be 

affected, as the collateral itself generates for the lender the liquidity he has provided 

to the borrower. Garleanu and Pedersen (2011) identify that the spread of an 

unsecured over a secured interest rate represents the “shadow cost of capital” of the 

margined investor and so it is correlated with the liquidity risk.   

The connections between funding liquidity available to traders and market 

liquidity of a particular asset are well-identified in the model developed by 

Brunnermeier and Pedersen (2009). As margin requirements increase, traders face 

funding constrains in financing their positions, so they deleverage on their assets 

portfolios causing market liquidity to plummet. Therefore, indicators that denote 

strains in funding liquidity (TED spread, Spread over GCRR, Spread over EONIA) 

have to be explicitly taken into account as determinants of systematic liquidity risk.  

We exclude from the main model the spread of EURIBOR over EONIA for 

model parsimony constraints, since it is highly correlated (above 95%) with the 

spread of EURIBOR over GCRR. In a sense, reflecting that any risks for the lender 

are minimized when funding is either provided for the shortest possible tenor 

(EONIA) or when the exposure is fully collateralized (GCRR).  

In table 4-3 we present some summary statistics of the variables included in 

the model specifications. The distribution of corporate CDS spreads is skewed and 

exhibits a fat right tail, as the median corporate CDS spread (76.7 b.p.) is about half of 
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 Evidence provided by Singh and Aitken (2010) show that rehypothetication has been restricted since 

2011, constituting a cause for systematic risk. 
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the mean CDS spread. The median and the mean country CDS spreads are 33.8 b.p 

and 41.9 b.p. respectively, much lower than the ones for corporate CDS spreads. 

Furthermore, the companies included in the sample have a median leverage ratio of 

28.5%, and a median price to sales ratio of 0.85. 

 

4.3.  Selection of a GMM dynamic panel estimator 

There is a proliferation of statistical approaches that can be employed in our 

panel dataset so as to test our hypotheses. We carefully examine these approaches 

under the scope of the distinctive characteristics of the relation we want to model as 

well as of our sample attributes. In the following paragraphs we present the reasoning 

behind the selection of the system-GMM estimator as the most appropriate 

methodology to be applied. 

 First of all, considering that the credit standing of a firm in a given time point 

is intimately related to its credit standing in the previous time point, i.e. CDS spreads 

are non-stationary, it becomes evident that we have to model a dynamic instead of a 

static relation. If we had used a static panel estimator or the well-known Ordinary 

Least Squares (OLS) estimator, we would have omitted the aforementioned dynamics 

of adjustment (Baltagi 2008).  

 Secondly, our sample has a small time (“t” is small) and a large cross section 

dimension (“i” is big), indicating that the use of a GMM dynamic panel estimator 

(Arellano-Bond 1991, Arellano-Bover 1995, Blundell-Bond 1998) restrains the 

dynamic panel bias. In particular, the “dynamic panel bias” (Nickell 1981) arises 

when the lagged dependent variable (yi,t−1) is correlated with the individual specific 

fixed effects in the error term     , so that the coefficient for the lagged dependent 
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variable appears “artificially” increased. Moreover, the presence of 

heteroskedasticity
28

 in the sample confirms that it is preferable to use the GMM 

estimator since it is more efficient, rather than the simple Instrumental Variables 

estimator (Baum et al. 2003).  

Thirdly, the interactions that have been identified in the literature between 

credit and equity markets (Norden and Weber 2004, Bondt 2005), denote that the 

independent variables are not strictly exogenous. These potential problems of 

endogeneity can be easily dealt with under the GMM dynamic panel estimators, as 

they allow lags of independent variables to be used as available instruments.  

Finally, in selecting between difference-GMM and system-GMM estimators, 

we favor the system-GMM estimator since it confronts any problems that might arise 

from the selection of weak instruments (over fitting), thus, increasing materially the 

efficiency of the model (Roodman 2009). The system-GMM estimator also 

outperforms relative to the difference-GMM estimator, as the latter is downward 

biased.  Furthermore, the system-GMM estimator integrates the “levels” and the 

“differences” equations. In that respect it reconciles the relevant strands of literature 

that examine the determinants of credit spread levels (Das et al. 2009, Tang 2009, 

Bonfim et al. 2009) and of credit spread changes (Collin-Dufresne et al. 2001, 

Avramov et al. 2007).  

In short, given the characteristics of our sample (“t” is much smaller than “i”) 

and the nature of the relationship that we seek to verify, which requires i) the 

dependent variable to be dynamic, ii) independent variables not to be strictly 
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 The presence of heteroskedasticity in our sample is indicated by the White/Koenker nR
2
 and by the 

Breusch-Pagan/Godfrey/Cook-Weisberg test statistics (p-values = 0.0000). 



161 

 

exogenous and iii) heteroskedasticity and autocorrelation within individuals to be 

considered, system-GMM arises as the natural tool to do so. An overview of the 

dynamic panel estimators, including the statistical tests that assess their robustness, is 

presented in Appendix 4.A.  

 

4.4.  Hypothesis testing  

We build our analysis in three consecutive stages, each one following 

naturally from the previous one. Each stage in then formulated as an individual 

hypothesis that we put to test.  

 

4.4.1. Hypothesis 1: Systematic liquidity is priced in corporate CDS spreads 

We initiate the analysis by first examining whether the systematic liquidity 

variables explain part of the observed corporate CDS spreads. We fit through a 

system-GMM dynamic panel regression the corporate CDS spreads with a set of 

independent variables, already described in detail under section 4.2.3, that include: 

i. Systematic liquidity indicators: TED spread (TEDS), spread of Euribor (or 

Libor) over general collateral repo rates (GCRRS),  

ii. The lagged corporate CDS spread (CDSt-1) 

iii. Firm specific market variables: equity returns (R), 1m ATM implied 

volatilities (V) 

iv. Country credit risk: country 5yr CDS spread (CCDS) 

v. Market uncertainty variable: VIX (VIX),  

vi. Interest rates: 2 yr swap rates (2YR) 
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vii. Firm specific accounting variables: leverage (total debt to total assets - DA), 

liquidity (cash and cash equivalent per share - CCE), valuation (price to sales 

ratio - PS), efficiency (tangible book value per share - TBV). 

We model the lagged corporate CDS spread as endogenous variable, we set 

Equity Returns, 1m ATM Implied Volatilities, Country 5yr CDS spread and VIX as 

predetermined variables so as to capture the interactions that have been identified in 

the literature between credit and equity markets (Norden and Weber 2004, Bondt 

2005), and we treat all other variables as exogenous. The appropriateness of the 

aforementioned variable categorization is confirmed by calculating the correlation 

coefficients between the residuals of the main model specification and each one of the 

independent variables along with their respective lags, as in Efendic (2010). In most 

cases the correlation coefficients approach zero and in all cases they remains below 

13%. The identified weak correlation implies that there aren‟t any variables, for the 

frequency examined, which have to be considered as endogenous in the main 

specification. The respective correlation matrix is presented in Appendix 4.B. 

In implementing the system-GMM dynamic panel estimator (Blundell-Bond 

1998), we utilize a two-step approach that yields robust results to heteroskedasticity 

and autocorrelation within groups. We supplement the two-step approach with the 

Windmeijer (2005) finite sample variance correction so as to obtain efficient two step 

GMM estimators. Furthermore, we employ orthogonal deviations, that is, subtract 

from the current observation the mean of all future observations, to maximize the use 

of our unbalanced dataset as well as to benefit from the use of lagged observations as 

valid instruments. Indeed, given that lagged observations are not going into the 

transformation, they can serve as instrumental variables. 

System-GMM fits simultaneously the system of equations presented below:  
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(4)  

The examination of our results in table 4-4 denotes the following: 

i. Our model is overall statistically significant, as indicated by the high Wald X
2
 

(5741.12) and by the respective p-value that approaches zero. The Wald-

statistic tests the hypothesis of whether all coefficients, except the constant, 

are zero. 

ii. The goodness of fit in the model is 75.1%, suggesting that the independent 

variables explain the largest portion of the variation in the dependent variable. 

Unlike OLS, in the dynamic panel estimation process it is not possible to 

break down the total sum of squares to the “regression” and to the “residual” 

parts. Hence, we use as a measure for the goodness of fit the square of the 

correlation coefficient between the predicted dependent variable and the actual 

dependent variable. This approach is proposed for IV regressions by 

Windmeijer (2005). The goodness of fit in the model doesn‟t materially 

change in any of the subsequent model specifications. 

iii. TED spread and spread over GCRR are statistically significant, indicating that 

systematic liquidity is priced in the corporate CDS premiums. Indeed, the 
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systematic liquidity risk proxies remain significant, even after controlling for 

the lagged CDS spread, equity returns, implied volatility, country CDS spread, 

VIX, the spot rate as well as firm specific characteristics reflected in a firm‟s 

leverage, liquidity, valuation and financial flexibility indicators. 

a. The sensitivity of the spread over GCRR (GCRRS) is positive, 

indicating a widening in corporate CDS spreads when there is 

unwillingness to lend money in the unsecured interbank market (i.e. 

without for the borrower to provide the appropriate collateral). 

Specifically, a 1 b.p. rise in GCRRS lead to a rise in CDS spreads by 

15.7 b.p.. 

b. The sensitivity of the TED spread (TEDS) is negative, suggesting a 

decrease in CDS spreads when TED spread rises. At first glance, this 

seem counterintuitive as TED spread represents a global uncertainty 

indicator, whose widening is considered as a “bad” signal in the 

markets. So, it is expected to be positively correlated with CDS 

spreads.  However, we have to keep in mind that as TED spread is 

formulated in the US market, it might affect differently US compared 

to European or Japanese firms. We further explore the issue and 

provide an interpretation for that, in testing Hypothesis 2.  In 

particular, a 1 b.p. rise in TED spread lead to a decrease in CDS 

spreads by 26.1 b.p.. 

iv. The positive coefficients for: a) the lagged level of the CDS Spread, b) equity 

implied volatility, c) VIX, d) the CDS spread of the country a firm is located, 

and e) leverage, assert that an increase in any of these variables widens a 

firm‟s CDS spread. On the other hand, the negative coefficients for a) equity 
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returns, b) price to sales ratio and c) tangible book value per share attest a 

tightening in a firm‟s CDS spread when these variables rise. Although we 

would expect a company with a higher liquidity buffer to be deemed “safer” 

compared to a firm with a lower liquidity buffer, the resulting positive 

coefficient of the cash and cash equivalent per share indicates that the reverse 

is the case. A possible interpretation of this finding is that companies might act 

proactively when there is a market-wide uncertainty, hence, increasing their 

liquidity buffers in their attempt to safeguard their day-to-day operations. The 

onset of the financial crisis might urged firms, no matter whether being in 

trouble or not, to increase their liquidity buffers as a shield to forthcoming 

uncertainty. Furthermore, it is even more likely that the management utilizes 

the knowledge about a firm‟s deteriorating financial situation so as to top up 

its liquidity pools before its financial situation becomes known to the markets. 

Thus, preempting potential difficulties and increased costs in drawing market 

funding. This findings are in line with Cornett (2011), who identifies that 

banks with high liquidity risk tried to build up their liquidity buffers during the 

crisis (liquidity hoarding). 

v. The coefficient for the 2yr interest rates is positive, indicating that an increase 

in interest rates reduces the expected value of a firm‟s investments, so 

increasing its probability of default and subsequently its CDS spread. That is, 

the negative impact from an interest rates rise on the expected value of a 

firm‟s investments, dominates over the positive impact from an increase in the 

risk neutral drift that drives a firm‟s value. 
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In table 4-4, the tests
29

 performed to evaluate the proper specification of our 

model are also presented. The Arellano-Bond test investigates the existence of 

autocorrelation in the differenced idiosyncratic residuals. Our results suggest that first 

order autocorrelation AR(1) in first differences do exist, probably as idiosyncratic 

errors are i.i.d., while there is no evidence for second order autocorrelation AR(2) in 

the differenced residuals, i.e. there is no autocorrelation in the level variables. Hence, 

the first and second order Arellano-Bond autocorrelation tests support the validity of 

the model.  

We also apply the Hansen test
30

 of overidentified restrictions to assess the null 

hypothesis of the overall exogeneity of the instruments used. In our model, the high p-

value for Hansen test indicates that “overall” the instruments are exogenous. 

Furthermore, we evaluate the subsamples of the instruments by performing the 

Difference in Hansen tests of exogeneity. Under these tests we examine i) whether 

after the exclusion of a group of instruments the remaining retain their exogeneity 

(“Hansen test excluding group”), and ii) whether instruments as a group are 

exogenous and their exogeneity leads to an increase in Hansen J-test (“Difference null 

H = exogenous”). Our results confirm that the instruments used are exogenous, since 

for every subsample of instruments Ho is accepted
31

. 

                                                           
29

 For a detailed presentation of the dynamic panel robustness tests used in this study see Appendix 

4.A. 

30
 We use Hansen instead of Sargan test, since the latter assumes conditional homoskedasticity that is 

not the case in our sample. 

31
 Although a p-value = 1 for the “Difference-in-Hansen test  GMM instruments for levels   

Difference (null H = exogenous)” might indicate a problem of weak instruments (Bowsher 2002), this 

is not the case in our model. Seeing that a decrease in the number of instruments (e.g. consider 1 less 
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The coefficient of the lagged dependent variable is less than unity, indicating 

that, along the period we examine, individuals do not diverge systematically from the 

“steady state” as mentioned by Blundell-Bond (1998). Furthermore, the resulting 

coefficient for the lagged dependent variable (0.747) falls in the range prescribed by 

the downward-biased estimates of the “Within” transformation (0.6224) and the 

upward biased estimates of the Ordinary Least Squares estimation (0.7861). The 

results for the “Within” and the OLS estimators are illustrated in Appendix 4.C. 

In the final model specification the number of instruments neither exceeds the 

number of observations in the sample, nor materially surpasses the number of its 

groups (panels). Hence, precluding our model from generating a massive pool of 

possible weak instruments that would bias results. 

Finally, a decrease (increase) in the number of instruments lead to a decrease 

(increase) in Hansen p-value, while the estimated coefficients along with their 

statistical significance remain almost unchanged, so verifying once again the 

robustness of our results. Specifically, the model coefficients coupled with the 

respective Hansen p-values for decreasing (4 lags) and for increasing (6 lags) the 

number of instruments are presented in Appendix 4.D. 

 

4.4.2. Hypothesis 2: Identifying patterns of vulnerability to systematic 

liquidity 

Having verified in testing H1 that systematic liquidity risk is priced in 

                                                                                                                                                                      

lag for the GMM variables) leads to a decrease in the respective p-value below unity, while leaving the 

estimated coefficients almost unchanged both in magnitude and in significance, no evidence about the 

existence of weak instruments is substantiated. 
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corporate CDS spreads, we next proceed by empirically examining the potential 

patterns corresponding to different exposures to systematic liquidity among firms. 

Specifically, we explore for any differentiation in the impact of systematic liquidity 

on CDS spreads among firms located in different countries or/and belonging to 

different sector. To that end, we search successively for any country, sector and 

combined country & sector patterns of systematic liquidity on corporate CDS spreads. 

We unfold this research question into 3 distinct, yet complementary, hypotheses. 

 

4.4.2.1. Hypothesis 2.a: A part of systematic liquidity sensitivities is country 

specific 

We test this hypothesis by including in our main specification (H1) country 

slope dummies (SD) for the systematic liquidity variables. This way, we identify 

firms‟ vulnerabilities to systematic liquidity risk that can be attributed to their home 

country. To build country dummies that make sense, we group countries according to 

their region and to their perceived “economic status”. Specifically, we classify 

European countries into 4 categories according to their perceived relative strength. 

Initially, we separate the wealthier northern European countries from the weaker ones, 

while we also allow for some further sub-classification within the latter category to 

detach the ones that are under an economic support scheme from the rest. In 

particular, in group 3 we include the wealthy European economies, in group 4 we put 

the countries that are under an economic support program of the EU (bail-out 

program), in group 5 we set the countries that are not under an economic support 

program of the EU but are considered to be “more vulnerable” in the EU, and finally, 

in group 6 we put Britain, mainly to account for the distinct characteristics of its 

economy compared to other EU countries. We present the proposed country groups in 
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the following table: 

Country group Country group name Member countries 

1 North America United States of America, Canada 

2 Japan Japan 

3 Wealthy European Countries 

Austria, Belgium, Denmark, Finland, France, 

Germany, Luxembourg, Netherlands, Norway, 

Sweden, Switzerland 

4 
European Countries under an 

economic support program.  
Greece, Ireland, Portugal 

5 
Vulnerable EU countries not under 

an economic support program. 
Italy, Spain 

6 Britain Britain 

7 Australia Australia 

If our hypothesis holds, we expect, at least for some country groups (j), the 

systematic liquidity country slope dummy coefficients (SD) to be significant in 

determining corporate CDS spreads. Our results, presented in table 4-5, indicate that 

for some country groups there is indeed a differentiation in the effects of systematic 

liquidity factors on corporate CDS spreads. Our specification is set up in such a way 

that the dummy variable for the first country group is omitted to avoid 

multicollinearity. Thus, systematic liquidity slope dummy coefficients have to be 

interpreted as the additional “country-specific” impact of systematic liquidity on 

corporate CDS spreads. The estimated system of equations (eq. 5) is presented below: 
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(5)  

Our results, presented in table 4-5, suggest that there is a distinct impact from 

TED spread for country groups 2, 3 and 5, that is, mainly for countries outside North 

America. The negative signs of these systematic liquidity country slope dummies 

imply that a rise in systematic liquidity uncertainty in North America, which is 

reflected in a rise in TED, induces decreased market uncertainty outside North 

America. In a sense, some regions outside North America are deemed “safer” by 

investors and hence corporate CDS spreads in these areas tighten. In particular, the 

respective coefficients show that the impact on Japanese corporate CDS spreads is the 

largest and with the highest statistical significance, possibly implying that Japan 

becomes the second-best “safe heaven” should the conditions in North America 

deteriorate.  

Our findings also point that the stronger a European country is, the higher the 
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significance of its TED spread slope dummy. Indeed, for strong European economies 

(group 3) and for “more vulnerable” European economies (group 5) the TED spread 

slope dummies are significant at the 2.5% and 5% confidence levels respectively. 

While for European economies under an economic support scheme (group 4) the 

coefficient becomes marginally insignificant at the 10% confidence level. That is, the 

better the economic situation of a country, the higher the significance of TED spread 

in driving the CDS spreads of its local firms. In other words, when investors “move” 

from the USA to Europe, they mainly turn to the safest European countries to 

minimize their risks, thus, leading to statistical significant negative CDS premiums 

for the firms located in those countries. To sum up, our results indicate that investors 

flight to “alternative” safe havens, should market uncertainty rises in the USA. These 

“flights” are mainly driven by investors‟ preferences in maintaining the same risk 

appetite level.  

Regarding the country-specific spread over GCRR, it appears to have a 

distinct impact only for country group 2 (Japan). The positive sensitivity for the 

statistical significant systematic liquidity slope dummy implies a widening in 

Japanese firms‟ CDS spreads when there is an asymmetrical increase in the interest 

rate for borrowing unsecured compared to secured funding. Particularly, firms in 

Japan are affected by a deterioration in the systematic liquidity in their country; 

hence, their CDS spreads contain positive systematic liquidity risk premiums. It is 

also worth mentioning that Japanese firms seem to be the most sensitive to changes in 

systematic liquidity, since the magnitude and the significance of their systematic 

liquidity country slope coefficients are the highest among all countries. According to 

a survey published by Bank of Japan (2013), many money market participants 

decreased their utilization of long-term money market operations under the monetary 
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easing strategy adopted by Bank of Japan, while simultaneously increased their 

participation in GC repo deals so as to manage their collateral buffers more 

effectively. Essentially, it might be the increasing dependence of Japanese firms on 

the GC repo market that have rendered them more sensitive to changes in the 

respective GC repo rates.  

The significance and the magnitude of all the other variables included in the 

analysis are not materially affected. Finally, the correct specification of the model is 

supported by Arellano-Bond autocorrelation tests and by Hansen tests of 

overidentified restrictions
32

. 

  

4.4.2.2. Hypothesis 2.b: A part of systematic liquidity sensitivities is sector 

specific 

To examine whether the sector of a firm differentiates the part of its CDS 

premium that is attributed to systematic liquidity factors, we incorporate in the 

analysis systematic liquidity sector slope dummies. We use Bloomberg‟s sector 

classification, though, we further group together some sectors that are considered to 

have similar characteristics. The table below presents the mapping of the proposed 

sector groups (k) with the ones available in Bloomberg. In the sector group 

classification we have set financial firms as a category per se, given its distinct role in 

the financial markets.   

 

                                                           
32

 These tests are required to validate a dynamic panel specification. We discuss them in detail in 

Appendix 4.A.  
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Sector groups Members  

1 Financial 

2 Industrial,  Basic Materials 

3 Communications, Energy, Utilities 

4 Consumer cyclical & Non-cyclical, Diversified technology 

 

Our model specification (eq. 6) is presented below for the sector groups (k) 

examined: 
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(6)  

Our results, presented in table 4-6, suggest that firms belonging to sector 

groups 2 & 3 bear an additional systematic liquidity component that affects their CDS 

spreads. In both cases the coefficients of the systematic liquidity slope dummies are 

negative, implying a reverse relation between the CDS spreads of the firms belonging 
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to those non-financial sectors and the systematic liquidity factors. This finding can be 

attributed to the lower vulnerability of non-financial firms to shocks in the money 

market, as their core business is not directly related to the financial intermediation and 

so they are less intensely affected by money market liquidity. When the lower 

susceptibility to money market shocks is coupled with the less leveraged balance 

sheet structures of non-financial firms, CDS sellers may be willing to accept lower 

premiums to provide insurance for these firms. The correct specification of our model 

is confirmed by Arellano-Bond autocorrelation tests and by Hansen tests of 

overidentified restrictions
33

.  

 

4.4.2.3. Hypothesis 2.c: A part of systematic liquidity sensitivities is “country 

& financials” specific 

Being motivated by our evidence so far, which reveals country (H.2a) and 

sector (H.2b) systematic liquidity effects on the formation of corporate CDS spreads, 

we extend our framework to capture the combined “sector and country” impact of 

systematic liquidity on the pricing of corporate CDS spreads. In pursuing this 

objective we group the companies into two broad categories, namely financial and 

non-financial. The main intuition behind this categorization stems from the role of 

financial firms in financial intermediation and their direct access to the interbank 

money markets. Hence, rendering their CDS spreads to respond differently to 

systematic liquidity factors, conditional on the economic environment in their home 

country.  

The current financial crisis has underlined the close interdependences between 

                                                           
33

 These tests are required to validate a dynamic panel specification. See also Appendix 4.A.  
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a sovereign and its domestic banks. Consider as an example the problems faced by the 

Irish banking sector that drove the Irish government to seek for economic support 

from the European Union. Essentially, unveiling the links between bank bailouts and 

sovereign debt. Some recent studies explore the aforementioned interdependencies as 

well as the CDS spread joint dynamics between Sovereigns and their local banks. 

Alter and Schuler (2011) find that government rescue interventions changed the 

direction of spillovers from the banking sector to the sovereign CDS market to the 

opposite one, i.e. from sovereigns to banks. Ejsing and Lemke (2009) postulate that 

following a government rescue intervention, the CDS spreads of the banking sector 

decrease while the CDS spreads of the respective sovereigns increase. Furthermore, 

Acharya et al. (2011) observe a “two-way feedback” between the CDS spread of a 

sovereign and the CDS spreads of its domestic banks.  

We introduce the model specification (eq. 7) for the combined country-

financials groups (l) below: 
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(7) 

The negative sensitivities, presented in table 4-7, of TED spread slope 

dummies for financial and non-financial firms in Japan, in strong European 

economies (group 3) and in “more vulnerable” European economies
34

 (group 5), 

confirm once again that an increase in TED spread leads to a tightening in corporate 

CDS spreads outside North America. That is, the CDS spreads of firms located in the 

abovementioned countries contain negative CDS premiums. 

Our results also imply that financial firms are affected by systematic liquidity 

variables to a larger extent compared to non-financial firms, since their systematic 

liquidity sensitivities are in absolute terms consistently higher for all the country 

groups examined. Arora et al. (2012) find that counterparty credit risk is not priced in 

the CDS spreads of financials due to mitigation techniques (ISDA agreements) that 

entail full collateralization of a CDS liability and to inconclusive evidence about any 

default correlation between financial firms and the CDS dealers. Therefore, we can 

infer that the resulting higher systematic liquidity sensitivities for financials may be 

                                                           
34

 At the 10% confidence level. 
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attributed to their higher credit risk due to their highly leveraged balance-sheets
35

. We 

can also note that irrespective of a firm‟s sector classification, the stronger a European 

country is, the higher the significance of its TED spread slope dummy. Thus, 

verifying our findings under H.2a, as once investors decide to leave the USA they first 

turn to the safest European countries.  

The sensitivities of the slope dummies for the spread over GCRR are positive 

and statistically significant both for financial and non-financial firms in Japan. So, 

suggesting once again the importance of the domestic liquidity conditions for all 

Japanese firms, mainly reflecting their increasing dependence on GC repo 

transactions (Bank of Japan 2013). Our results further imply that the impact of 

domestic systematic liquidity conditions affect more severely financial than non-

financial firms, in line with the findings above for TED spread. In particular, the slope 

dummy coefficient for financial firms in Japan is more than 3.5 times higher than the 

respective sensitivity for non-financial firms. Indeed, both the lower vulnerability to 

money market shocks and the less leveraged balance sheet structures of non-financial 

firms, might have propelled CDS sellers to price less aggressively any insurance 

premiums for these firms. 

Our results also suggest that a deterioration in the local systematic liquidity 

conditions for financial firms in the strong European economies (group 3), carry a 

negative premium in their CDS spreads
36

 (CDS tightening). In effect, reflecting the 

wide heterogeneity among countries in Europe and the market perception that 

financial firms in the strong European economies are considered much safer 
                                                           
35 

The average Total Debt to Total Capital Ratio for Financials is 61.3%, the highest among all sectors 

in the dataset. 

36
 At the 10% confidence level. 
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compared to financial and non-financial firms outside those countries. To state it 

differently, this finding may reflect a flight of deposits to safer heavens inside the 

Eurozone, which leads to increased liquidity and so more favorable CDS pricing for 

the financial firms in those countries. Finally, the model is properly specified under 

the dynamic panel framework
37

. 

 

4.4.3. Hypothesis 3: Changes in the credit standing of a country affected, 

through systematic liquidity, the pricing of corporate CDS spreads 

It is more often than not the case that local firms can borrow at no better terms 

than their home country. That is, the credit risk of a country directly affects not only 

the ability of local firms to access the markets, but also the price they have to pay for 

doing so. For this purpose, we next proceed by examining any effects that country 

credit standing changes might have, through systematic liquidity, on corporate CDS 

spreads. In a sence, the analysis under the third hypothesis combines the observed 

differentiation in the systematic liquidity sensitivities among firms located in different 

countries, identified under H.2, with the relevant literature that investigates whether 

certain credit events are priced in the CDS spreads (Hull and Predescu 2004, Norden 

and Weber 2004).   

In testing this hypothesis we focus solely on the country groups for which we 

have confirmed that systematic liquidity variables are significant in determining the 

                                                           
37

 If we use 4 instead of 5 lags for the endogenous and the predetermined variables, the coefficients and 

the significance of all variables used in our specification remain almost unaffected. However, when 

using 4 lags the p-value for the “GMM instruments for levels: Difference null H = exogenous” 

decreases  from 1 to 99.4%, indicating that the number of instruments used in model doesn‟t lead to 

biased estimates arising from the selection of a great number of “weak” instruments. 
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CDS spreads of their domestic firms, so eliminating country groups 6 and 7. We also 

exclude firms with negative profit or/and operational margins as well as with negative 

sales growth. That is, we remove from the sample all non-profitable companies that 

are expected to face a widening of their CDS spreads. After applying these filters to 

our initial dataset, the resulting sample is almost halved.  

The effects caused by country “credit rating” changes and by country “outlook 

– watch” changes on the CDS spreads of its domestic firms are analyzed separately, 

as they might result into a different impact on corporate CDS spreads. Seeing that the 

former type of changes refers to a crystalized deterioration/improvement, while the 

latter provides a signal for the near future prospects of the country, this segregation 

seems reasonable. To test our hypotheses, we construct systematic liquidity slope 

dummies that capture the credit standing events for each country group. Particularly, 

we introduce systematic liquidity slope dummies for upgrades, downgrades, positive 

outlook changes and negative outlook changes. In the sections that follow we examine 

successively the impact arising from changes in a country‟s credit rating or 

outlook/watch, via systematic liquidity, on local firms‟ CDS spreads. 

 

4.4.3.1. Hypothesis 3.a: Changes in the credit rating of a country affected, 

through systematic liquidity factors, the pricing of corporate CDS spreads 

After introducing systematic liquidity slope dummies (p) that capture any 

premiums in the corporate CDS spreads related to a country‟s downgrade or upgrade, 

the model setup (eq. 8) takes the form of the following system of equations: 
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(8)  

The positive sensitivities for the country downgrade TED spread slope 

dummies, depicted in table 4-8, suggest that when the USA or Japan was downgraded, 

an increase in the TED spread widened the CDS spreads of firms located in these 

countries. It seems that the joint effect of a rise in systematic liquidity risk and of a 

deterioration in the credit standing of the home country, exacerbated the impact of 

systematic liquidity on corporate CDS spreads. In particular, the slope dummy 

coefficient of TED spread for Japan turns from negative under H.2.a to positive under 

the current hypothesis. It might be that the rating downgrade of Japan reclassified it 

into the group of countries that market participants perceived as being “in trouble”. 

Thus, by being considered as more susceptible to global uncertainty the CDS spreads 

of its home firms widened.    

The negative sensitivities of the spread over GCRR for the USA and Japan 
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suggest that when an increase
38

 in local systematic liquidity risk was combined with a 

country‟s downgrade, corporate CDS spreads tightened. Although at first this finding 

seem counterintuitive, it might have been that any country downgrade effects had 

already been overestimated in the corporate CDS premiums before the downgrade 

was crystallized. That is, any prior market overreaction arising either from the market 

turbulence right before the downgrade or from an expected but not realized more 

severe downgrade, was corrected after the credit rating announcement date. Hence, 

CDS spreads were adjusted accordingly to reflect the standing situation. For example, 

it might have been the strategies of momentum traders that closed-out their long 

positions (buy protection) following the finalization of the downgrade, as any “credit 

rating” uncertainty was eased, which subsequently drove corporate CDS spreads 

tightening. For country group 3-5, we do not find any statistically significant evidence 

that a downgrade differentiated the impact of systematic liquidity on the CDS spreads 

of their local firms.     

Regarding country upgrades, our sample is rather limited to events from Japan 

and from the strong European economies. Our empirical results denote that positive 

news arisen from a country‟s upgrade preserved the direction of the already 

established relationships between systematic liquidity variables and corporate CDS 

spreads. The negative sensitivities, presented in table 4-8, for the TED spread slope 

dummies imply that when Japan or a strong European country was upgraded, an 

increase in TED spread further tightened corporate CDS spreads. On the other hand, 

the positive sensitivities for the coefficients of the spread over GCRR suggest that 

                                                           
38

 Following country rating downgrades, the spread over GCRR slightly increase both for the USA and 

Japan, while TED spread materially rise during the same periods. Thus, the impact on corporate CDS 

spreads stemming from changes in the spread over GCRR has to be interpreted with caution. 
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when uncertainty in the local market was coupled with an upgrade of the home 

country, the positive news of the upgrade was not enough to offset any local 

systematic liquidity concerns. In short, the positive news transmitted by a country‟s 

credit rating upgrade outweighed a rise in “global” but not in “local” systematic 

liquidity uncertainty, thus, suggesting that stronger economies are more prone to local 

than to global systematic liquidity shocks. 

The above analysis complements our initial findings under H.2.a, in the sense 

that it shed light on a different dimension of how the pricing of corporate CDS 

spreads was affected, through systematic liquidity, by home country‟s credit rating 

changes. To sum up, our findings point that when a rise in systematic liquidity 

uncertainty was coupled with a country‟s downgrade, the widening of corporate CDS 

spreads was exacerbated. While, when a country‟s upgrade coincided with a rise in 

systematic liquidity risk outside a country, home firms‟ CDS spreads further 

tightened. In other words, country credit rating changes magnified the pricing impact 

of systematic liquidity on local firms‟ CDS spreads. 

 

4.4.3.2. Hypothesis 3.b: Changes in the outlook/watch of a country affected, 

through systematic liquidity factors, corporate CDS spreads 

We follow the same path of analysis as in section 4.4.3.1 (H.3.a), but we use 

systematic liquidity slope dummies for changes in the outlook/watch of a country (q) 

rather than credit rating changes. The tested model specification (eq. 9) is presented 

below: 
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(9)  

Our findings, presented in table 4-9, imply that positive outlook changes for 

the European countries under an economic support scheme (group 4) reversed the sign 

of the relationship between corporate CDS spreads and systematic liquidity factors. 

Specifically, when a positive outlook change was coupled with a rise in local 

systematic liquidity risk, corporate CDS spreads tightened. Whereas, in case a 

positive outlook change was paired with an increase in global uncertainly, corporate 

CDS spreads widened. That is, a country‟s positive prospects were enough to 

overcome a rise in local but not global systematic liquidity uncertainty. This latter 

finding may be attributed to the precarious economic conditions in those countries, 

which kept them more susceptible to negative global market developments.  

Concerning the impact of a country‟s negative outlook changes on its home 

firms CDS spreads, our evidence is mixed. On the one hand, we find that negative 
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prospects for the credit standing of the USA exacerbated
39 

the impact of systematic 

liquidity factors on corporate CDS spreads. The positive coefficient of the spread over 

GCRR suggests a widening in corporate CDS spreads when systematic liquidity risk 

rose. On the other hand, the negative coefficient of the GCRR spread slope dummy 

for Japan might denote that under conditions of heightened systematic liquidity risk, 

the CDS market corrected any prior price overreactions (i.e. overdone CDS widening) 

after the crystallization of the negative outlook change. Lastly, the model specification 

is appropriate under the dynamic panel framework
40

.  

 

4.5.  Robustness checks  

In developing our model specifications for testing the hypotheses we evaluate 

the robustness of the resulting coefficients by either decreasing or increasing the 

number of instruments. At the same time, we examine whether a decrease in the 

number of instruments yields decreased values for the Hansen test of overidentified 

restrictions. Our results are not materially affected in any of these altered 

specifications. In Appendix 4.D we present the respective models for assessing the 

robustness of the first hypothesis.   

                                                           
39

 At the 10% confidence level. 

40
 The tests performed are discussed in detail in Appendix 4.A.  
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4.6.  Conclusions  

Our findings verify the significance of systematic liquidity in the pricing of 

corporate CDS spreads, even after controlling for a broad set of firm specific and 

macroeconomic indicators. Essentially, denoting the existence of an exogenous 

trading cost component in corporate CDS spreads, which value traders have to bear. 

In detail, our results suggest that an increase in systematic liquidity in North America, 

as it is reflected in a rise in TED spread, tightens corporate CDS spreads outside 

North America. Thus, implying a “beneficial” systematic liquidity risk spillover from 

the USA to the rest of the world. Whereas, a rise in the local systematic liquidity 

uncertainty, captured by the spread over GCRR, implies a positive systematic 

liquidity premium (CDS widening) in the CDS spreads of local firms. Our findings 

further denote that financial firms are affected by systematic liquidity variables to a 

larger extent compared to non-financial firms across all the countries examined.   

Regarding the impact arising from a country‟s credit rating changes on the 

CDS spreads of its domestic firms, our analysis points that when a rise in systematic 

liquidity uncertainty was coupled with a country‟s downgrade, the widening of 

corporate CDS spreads was exacerbated. While, when a country‟s upgrade coincided 

with a rise in systematic liquidity risk outside a country, local firms‟ CDS spreads 

further tightened. In other words, home country credit rating changes magnified the 

pricing impact of systematic liquidity on corporate CDS spreads. Finally, we find 

some evidence that positive outlook changes for some vulnerable economies 

outweighed a rise in systematic liquidity, thus, the CDS spreads of their domestic 

firms tightened. 
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4.7. Tables of results 
 

Table 4-1: Country, sector & credit rating profile of our sample 

Panel A 

 
Panel B 

Country Obs. 

 

Sector Corps. 

United States 8,142 

 

Basic Materials 83 

Canada 428 

 

Communications 74 

Japan 4402 

 

Consumer, Cyclical 146 

Australia 271 

 

Consumer, Non-cyclical 123 

Austria 56 

 

Diversified 2 

Belgium 39 

 

Energy 55 

Britain 675 

 

Financial 132 

Denmark 79 

 

Industrial 150 

Finland 202 

 

Technology 27 

France 445 

 

Utilities 51 

Germany 873 

 

Total 843 

Greece 42 

   Ireland 45 

 
Panel C 

Italy 402 

 
Credit Rating Corps. 

Netherlands 303 

 

AAA 2 

Norway 85 

 

AA 43 

Portugal 90 

 

A 216 

Spain 249 

 

BBB 284 

Sweden 365 

 

BB 86 

Switzerland 220 

 

B 37 

Total 17,413 

 

CCC 7 

   

NR 168 

   

Total 843 

Panel A, Panel B and Panel C of Table 4-1 present the country, sector and the credit rating profile of 

our sample respectively. There are 17,413 observations in the sample that are downloaded from 

Bloomberg. The dataset ranges from 31/12/2004 to 30/05/2012 and include companies all over the 

world for which data is available on Bloomberg. 
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Table 4-2: Analysis of sample by quarter dimension 

Quarter End date Observations 

Average CDS 

spread (in b.p.) 

1 Q4 2004 416 42.94 

2 Q1 2005 309 67.75 

3 Q2 2005 444 50.71 

4 Q3 2005 325 64.08 

5 Q4 2005 519 47.69 

6 Q1 2006 359 46.22 

7 Q2 2006 499 52.43 

8 Q3 2006 422 45.58 

9 Q4 2006 562 39.01 

10 Q1 2007 497 40.99 

11 Q2 2007 553 64.60 

12 Q3 2007 560 74.29 

13 Q4 2007 658 137.57 

14 Q1 2008 596 118.20 

15 Q2 2008 700 152.06 

16 Q3 2008 643 303.71 

17 Q4 2008 696 423.39 

18 Q1 2009 640 295.20 

19 Q2 2009 703 204.05 

20 Q3 2009 645 181.93 

21 Q4 2009 717 155.85 

22 Q1 2010 643 159.48 

23 Q2 2010 694 166.06 

24 Q3 2010 637 153.17 

25 Q4 2010 703 138.18 

26 Q1 2011 634 143.08 

27 Q2 2011 693 185.18 

28 Q3 2011 631 229.49 

29 Q4 2011 697 190.38 

30 Q1 2012 618 211.44 

Total   17,413 152.02 

Table 4-2 introduces the number of observations per quarter as well as the average CDS spread of each 

quarter. There are 17,413 observations of 5yr CDS spreads on senior debt, ranging from 31/12/2004 to 

30/05/2012, that are downloaded from Bloomberg. There are on average 580 observations per quarter, 

and the average CDS spread for all companies included in the sample is 152 b.p.. 
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Table 4-3: Descriptive statistics for selected variables   

 

  

CDS Spread 

(in b.p.)  

Equity 

Return  

Implied 

Volatility 

(%) 
 

TED 

spread 

(%) 
 

Spread over 

GCRR 

(%) 
 

VIX 

(%) 

 Mean 152.02 

 

-0.33% 

 

35.59 

 

0.55 

 

0.22 

 

17.18 

 Median 76.65 

 

0.90% 

 

30.47 

 

0.35 

 

0.16 

 

14.86 

 Maximum 7,971.07 

 

168% 

 

445.22 

 

4.64 

 

3.86 

 

64.34 

 Minimum 3.75 

 

-221% 

 

1.67 

 

0.11 

 

-0.15 

 

7.63 

 Std. Dev. 285.48 

 

19% 

 

22.94 

 

0.51 

 

0.31 

 

8.88 

 Skewness 9.55 

 

-1.16 

 

6.48 

 

2.27 

 

4.24 

 

2.20 

 Kurtosis 155.83 

 

10.94 

 

89.54 

 

6.44 

 

25.43 

 

5.67 

 Observations 17,413 

 

17,413 

 

17,413 

 

17,413 

 

17,413 

 

17,413 

            

 

Country 

CDS spread 

(in b.p.) 
 

2 yr 

rates 

(%) 
 

Total Debt 

to Total 

Assets (%) 
 

Price to 

Sales  

Cash and cash 

equivalents per 

share 
 

Tangible 

book value 

per share 

 Mean 41.94 

 

2.12 

 

30.51 

 

1.20 

 

190.11 

 

25.13 

 Median 33.79 

 

1.40 

 

28.55 

 

0.85 

 

1.59 

 

4.30 

 Maximum 3,535.66 

 

7.94 

 

92.52 

 

10.13 

 

69,345.58 

 

3,030.31 

 Minimum 1.21 

 

0.01 

 

0.00 

 

0.01 

 

0.00 

 

-471.19 

 Std. Dev. 92.18 

 

1.71 

 

16.44 

 

1.20 

 

3,531.53 

 

219.72 

 Skewness 22.65 

 

0.80 

 

0.67 

 

3.11 

 

19.22 

 

12.67 

 Kurtosis 767.68 

 

-0.75 

 

0.46 

 

14.78 

 

368.20 

 

164.14 

 Observations 17,413   17,413   17,413   17,413   17,413   17,413 

In table 4-3 we display descriptive statistics for the variables used in testing the proposed hypothesis 

under this study. Our sample contains 17,413 observations and covers the period from 31/12/2004 to 

30/05/2012. 
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Table 4-4: Explaining corporate CDS spreads 

Dynamic panel-data estimation, two-step system GMM 

 Number of obs = 16003        

   Number of groups = 771       Number of instruments = 818 

Wald chi2(12) = 5741.67 Prob > chi2 = 0 

  R
2
 (Actual vs. Predicted Dependent variable)  =  75.1% 

  

    

 
Coefficient z-statistics p-value 

Lagged CDS Spread 0.7470 17.26* 0 

Equity return -268.0551 -6.93* 0 

Implied volatility 1.7927 2.71* 0.007 

TED spread -26.1179 -3.56* 0 

Spread over GCRR 15.7278 2.27* 0.023 

VIX 1.3326 2.74* 0.006 

Country CDS spread  0.1811 4.93* 0 

2 yr rates 4.5425 5.7* 0 

Total debt to total assets 0.6379 4.87* 0 

Cash and cash equivalents per share 0.0007 3.56* 0 

Price to sales -2.9963 -2.21* 0.027 

Tangible book value per share -0.0069 -2.21* 0.027 

Constant -66.9050 -5.16* 0 

    Number of lags for GMM-type instruments 5 

                 

   Arellano-Bond test for AR(1) in first differences: z = -3.29 Pr > z = 0.001 

Arellano-Bond test for AR(2) in first differences: z = -0.88 Pr > z = 0.377 

               

   Hansen test of overid. restrictions: chi2(805) = 764.8 Prob > chi2 = 0.842   

               

   Difference-in-Hansen tests of exogeneity of instrument subsets 

GMM instruments for levels            

Hansen test excluding group: chi2(661) = 686.97     Prob > chi2 = 0.235    

Difference (null H = exogenous): chi2(144) = 77.83 Prob > chi2 = 1   

Instruments of exogenous variables 

Hansen test excluding group: chi2(798) = 763.08      Prob > chi2 = 0.808    

Difference (null H = exogenous): chi2(7) = 1.71        Prob > chi2 = 0.974   

Table 4-4 reports the system-GMM dynamic panel coefficients in determining corporate CDS spreads, 

along with the respective model specification tests for evaluating the instruments used. The 

independent variables include: lagged CDS spread, equity return, implied volatility, TED spread, 

spread over GCRR, VIX, country CDS spread, 2 yr rates, total debt to total assets, cash and cash 

equivalents per share, price to sales, tangible book value per share. Z-statistics above 2.576 (in absolute 

terms) mean significance at 1% confidence level, z-statistics above 1.96 (in absolute terms) mean 

significance at 5% confidence level and z-statistics above 1.645 (in absolute terms) mean significance 

at 10% confidence level. * Denotes significance at 5%.   
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Table 4-5: Explaining corporate CDS spreads - country dimension 

Dynamic panel-data estimation, two-step system GMM 

 Number of obs = 16003, Number of groups = 771, Number of instruments = 830     

Wald chi2(24) = 11771.23 , Prob > chi2 = 0  

   
R

2
 (Actual vs. Predicted Dependent variable)  =  75.24% 

  

 
Coefficient z-statistics p-value 

Lagged CDS spread 0.7407 16.12* 0 

Equity return -270.4519 -6.9* 0 

Implied volatility 1.8096 2.68* 0.007 

TED spread 9.6643 0.76 0.449 

TED spread SD Cntr2 -68.3440 -4.15* 0 

TED spread SD Cntr3 -28.0124 -2.27* 0.023 

TED spread SD Cntr4 -75.9102 -1.62 0.105 

TED spread SD Cntr5 -28.3712 -2.1* 0.036 

TED spread SD Cntr6 -20.4808 -1.26 0.209 

TED spread SD Cntr7 109.1736 0.34 0.736 

Spread over GCRR -24.9818 -1.77 0.076 

Spread over GCRR SD Cntr2 267.2429 5.88* 0 

Spread over GCRR SD Cntr3 20.4773 0.94 0.349 

Spread over GCRR SD Cntr4 33.5032 0.27 0.788 

Spread over GCRR SD Cntr5 -35.5941 -0.81 0.421 

Spread over GCRR SD Cntr6 -18.7529 -0.58 0.564 

Spread over GCRR SD Cntr7 -75.0678 -0.11 0.909 

VIX 0.8647 1.61 0.108 

Country CDS spread  0.2001 3.81* 0 

2 yr rates 2.7544 2.81* 0.005 

Total debt to total assets 0.7072 5.14* 0 

Cash and cash equivalents per share 0.0006 3.03* 0.002 

Price to sales -4.0276 -2.61* 0.009 

Tangible book value per share -0.0057 -1.64 0.102 

Constant -58.1509 -4.72* 0 

    Number of lags for GMM-type instruments 5 

  Arellano-Bond test for AR(1) in first differences: z =  -3.30  Pr > z =  0.001 

 Arellano-Bond test for AR(2) in first differences: z =  -0.91  Pr > z =  0.362 

 Hansen test of overid. restrictions: chi2(805)  = 757.93  Prob > chi2 =  0.881 

 Difference-in-Hansen tests of exogeneity of instrument subsets: 

  GMM instruments for levels            

   Hansen test excluding group: chi2(661)  = 686.85  Prob > chi2 =  0.236 

 Difference (null H = exogenous): chi2(144)  =  71.08  Prob > chi2 =  1.000 

 Instruments of exogenous variables 

   Hansen test excluding group: chi2(786)  = 757.42  Prob > chi2 =  0.762 

 Difference (null H = exogenous): chi2(19)   =   0.51  Prob > chi2 =  1.000   

Table 4-5 presents the system-GMM dynamic panel coefficients in determining corporate CDS 

spreads, when considering for any country effects via the systematic liquidity. We include a systematic 
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liquidity Slope Dummy (SD) variable for each country group to capture the potential impact. * Denotes 

significance at 5%.  
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Table 4-6: Explaining corporate CDS spreads - sector dimension 

Dynamic panel-data estimation, two-step system GMM 

 Number of obs = 16003, Number of groups = 771, Number of instruments = 824 

Wald chi2(18) = 7506.31, Prob > chi2 = 0  

   
R

2
 (Actual vs. Predicted Dependent variable)  = 75.19%  

  

 
Coefficient z-statistics p-value 

Lagged CDS spread 0.7442 16.91* 0 

Equity return -267.7068 -6.95* 0 

Implied volatility 1.8098 2.7* 0.007 

TED spread -18.1470 -2.54* 0.011 

TED spread SD Sector 1 -0.8456 -0.04 0.966 

TED spread SD Sector 2 -20.7317 -2.24* 0.025 

TED spread SD Sector 3 -3.4038 -0.4 0.687 

Spread over GCRR 25.0177 3.04* 0.002 

Spread over GCRR SD Sector 1 -29.7518 -1.04 0.298 

Spread over GCRR SD Sector 2 -11.9872 -1.03 0.301 

Spread over GCRR SD Sector 3 -30.8600 -2.19* 0.029 

VIX 1.3921 2.79* 0.005 

Country CDS spread  0.1851 4.94* 0 

2 yr rates 4.5057 5.37* 0 

Total debt to total assets 0.6365 4.58* 0 

Cash and cash equivalents per share 0.0007 3.00* 0.003 

Price to sales -3.2339 -2.68* 0.007 

Tangible book value per share -0.0063 -2.5* 0.012 

Constant -67.2832 -5.08* 0 

    Number of lags for GMM-type instruments 5 

  Arellano-Bond test for AR(1) in first differences: z = -3.29 Pr > z = 0.001 

 Arellano-Bond test for AR(2) in first differences: z = -0.84 Pr > z = 0.401 

 Hansen test of overid. restrictions: chi2(805) = 761.88 Prob > chi2 = 0.859   

 Difference-in-Hansen tests of exogeneity of instrument subsets: 

  GMM instruments for levels            

   Hansen test excluding group: chi2(661) = 687.41 Prob > chi2 = 0.231    

 Difference (null H = exogenous): chi2(144) = 74.46 Prob > chi2 = 1   

  Instruments of exogenous variables 

   Hansen test excluding group: chi2(792) = 761.84 Prob > chi2 = 0.774    

 Difference (null H = exogenous): chi2(13) = 0.03 Prob > chi2 = 1       

In table 4-6 we exhibit the system-GMM dynamic panel model specification in determining corporate 

CDS spreads, when taking into account any sector effects through systematic liquidity indicators. We 

include a systematic liquidity Slope Dummy (SD) variable for each sector group to capture the 

potential impact. * Denotes significance at 5%.  
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Table 4-7: Explaining corporate CDS spreads - country & financials dimension 

Dynamic panel-data estimation, two-step system GMM 

 Number of obs = 16003, Number of groups = 771, Number of instruments =840 

Wald chi2(34) = 14516.93, Prob > chi2 = 0  

   
R

2
 (Actual vs. Predicted Dependent variable)  = 75.34% 

  

 
Coefficient z-statistics p-value 

Lagged CDS spread 0.7394 16.22* 0 

Equity return -270.7691 -6.95* 0 

Implied volatility 1.8339 2.68* 0.007 

TED spread 8.9271 0.7 0.484 

TED spread SD Cntr 2 Fin -81.8033 -2.89* 0.004 

TED spread SD Cntr 2 Oth -67.5896 -4.55* 0 

TED spread SD Cntr 3 Fin -37.2416 -1.98* 0.047 

TED spread SD Cntr 3 Oth -24.3788 -1.98* 0.048 

TED spread SD Cntr 4 Fin -89.5502 -1.55 0.122 

TED spread SD Cntr 4 Oth -69.8064 -1.61 0.107 

TED spread SD Cntr 5 Fin -29.6360 -1.91 0.056 

TED spread SD Cntr 5 Oth -25.0812 -1.87 0.062 

TED spread SD Cntr 6 Fin 6.2793 0.15 0.883 

TED spread SD Cntr 6 Oth -22.2145 -1.28 0.2 

TED spread SD Cntr 7 Fin 200.1484 0.46 0.649 

Spread over GCRR -24.7596 -1.77 0.077 

Spread over GCRR SD Cntr 2 Fin 796.7190 3.46* 0.001 

Spread over GCRR SD Cntr 2 Oth 218.4688 4.64* 0 

Spread over GCRR SD Cntr 3 Fin -66.9144 -1.79 0.074 

Spread over GCRR SD Cntr 3 Oth 35.6491 1.62 0.105 

Spread over GCRR SD Cntr 4 Fin 28.0099 0.21 0.837 

Spread over GCRR SD Cntr 4 Oth 83.4448 0.57 0.567 

Spread over GCRR SD Cntr 5 Fin -72.5864 -1.46 0.144 

Spread over GCRR SD Cntr 5 Oth -9.4086 -0.18 0.857 

Spread over GCRR SD Cntr 6 Fin -67.6072 -0.53 0.593 

Spread over GCRR SD Cntr 6 Oth -17.8265 -0.54 0.588 

Spread over GCRR SD Cntr 7 Fin -209.6550 -0.27 0.79 

VIX 0.8557 1.56 0.119 

Country CDS spread  0.1979 3.88* 0 

2 yr rates 2.6693 2.76* 0.006 

Total debt to total assets 0.6601 4.43* 0 

Cash and cash equivalents per share 0.0005 2.48* 0.013 

Price to sales -4.3910 -3.14* 0.002 

Tangible book value per share -0.0041 -1.12 0.263 

Constant -56.3072 -4.47* 0 

    Number of lags for GMM-type instruments 5 

  Arellano-Bond test for AR(1) in first differences: z = -3.3 Pr > z = 0.001 

 Arellano-Bond test for AR(2) in first differences: z = -0.86 Pr > z = 0.392 

 Hansen test of overid. restrictions: chi2(805) = 751.79 Prob > chi2 = 0.91   
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Difference-in-Hansen tests of exogeneity of instrument subsets: 

  GMM instruments for levels            

   Hansen test excluding group: chi2(661) = 689.73 Prob > chi2 = 0.213    

 Difference (null H = exogenous): chi2(144) = 62.05 Prob > chi2 = 1   

  Instruments of exogenous variables 

   Hansen test excluding group: chi2(776) = 755.59 Prob > chi2 = 0.693    

 Difference (null H = exogenous): chi2(29) = -3.81 Prob > chi2 = 1       

Table 4-7 presents the system-GMM dynamic panel model specification in determining corporate CDS 

spreads, when considering for any combined “country and financials” effects via systematic liquidity 

proxies. We include two systematic liquidity Slope Dummies (SD) for each country group, to capture 

any differentiation between the “financials” vs. “other” firms in a given country. * Denotes 

significance at 5%.  
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Table 4-8: Effects of country credit rating changes, via systematic liquidity, on corporate 

CDS spreads 

Dynamic panel-data estimation, two-step system GMM 

Number of obs = 7431, Number of groups = 701, Number of instruments =708 

Wald chi2(26) =   5115.41 , Prob > chi2 = 0  

R
2
 (Actual vs. Predicted Dependent variable)  =  80.28% 

 
Coefficient z-statistics p-value 

Lagged CDS spread 0.7810 22.27* 0 

Equity return -110.3411 -7.24* 0 

Implied volatility 1.4993 3.71* 0 

TED spread -11.0498 -1.99* 0.046 

TED SD Downgrade Cntr 1 254.9945 3.93* 0 

TED SD Downgrade Cntr 2 151.7167 1.91 0.055 

TED SD Downgrade Cntr 3 -116.7037 -0.64 0.522 

TED SD Downgrade Cntr 4 -153.1521 -1.54 0.124 

TED SD Downgrade Cntr 5 -13.9901 -0.35 0.726 

TED SD Upgrade Cntr 2 -27.20554 -6.09* 0 

TED SD Upgrade Cntr 3 -178.482 -2.81* 0.005 

Spread over GCRR 18.72328 3.64* 0 

GCRR SD Downgrade Cntr 1 -434.1856 -2.96* 0.003 

GCRR SD Downgrade Cntr 2 -1,296.8150 -2.05* 0.04 

GCRR SD Downgrade Cntr 3  43.1740 0.25 0.801 

GCRR SD Downgrade Cntr 4 279.3294 1.23 0.217 

GCRR SD Downgrade Cntr 5 -48.5955 -1.01 0.31 

GCRR SD Upgrade Cntr 2 132.5452 2.24* 0.025 

GCRR SD Upgrade Cntr 3 1,470.6060 3.75* 0 

VIX 0.5152 2.02* 0.043 

Country CDS spread  0.1811 4.58* 0 

2 yr rates 1.8459 2.58* 0.01 

Total debt to total assets 0.3271 4.47* 0 

Cash and cash equivalents per share 0.0009 3.37* 0.001 

Price to sales -0.8799 -0.99 0.323 

Tangible book value per share -0.0106 -2.21* 0.027 

Constant -45.3120 -6.18* 0 

    Number of lags for GMM-type instruments             4 

  Arellano-Bond test for AR(1) in first differences: z =  -6.64  Pr > z =  0.000 

Arellano-Bond test for AR(2) in first differences: z =  -0.51  Pr > z =  0.609 

Hansen test of overid. restrictions: chi2(681)  = 688.06  Prob > chi2 =  0.417 

Difference-in-Hansen tests of exogeneity of instrument subsets: 

  GMM instruments for levels            

   Hansen test excluding group:     chi2(537)  = 586.57  Prob > chi2 =  0.068 

Difference (null H = exogenous): chi2(144)  = 101.50  Prob > chi2 =  0.997 

Instruments of exogenous variables 

   Hansen test excluding group:     chi2(660)  = 680.96  Prob > chi2 =  0.278 

Difference (null H = exogenous): chi2(21)   =   7.10  Prob > chi2 =  0.998 
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In Table 4-8 we present the system-GMM dynamic panel specification after having included systematic 

liquidity slope dummies (SD) to capture the potential effects of a country downgrade or upgrade on the 

CDS spreads of its domestic firms. We include different systematic liquidity slope dummies (SD) for 

downgrades and for upgrades to capture any impact differentiation. * Denotes significance at 5%. 

  



197 

 

Table 4-9: Effects of country outlook/watch changes, via systematic liquidity, 

on corporate CDS spreads 

Dynamic panel-data estimation, two-step system GMM 

Number of obs = 7431, Number of groups = 701, Number of instruments =709 

Wald chi2(27) = 5605.64 , Prob > chi2 = 0  

R
2
 (Actual vs. Predicted Dependent variable)  =  80.23% 

 
Coefficient z-statistics p-value 

Lagged CDS spread 0.7714 21.79* 0 

Equity return -105.8591 -7.11* 0 

Implied volatility 1.5253 3.76* 0 

TED spread -15.4048 -2.79* 0.005 

TED SD Negat. Outl. Cntr 1 16.15706 0.53 0.595 

TED SD Negat. Outl. Cntr 2 -16.6381 -0.57 0.566 

TED SD Negat. Outl. Cntr 3 -240.598 -1.54 0.125 

TED SD Negat. Outl. Cntr 4 -126.8856 -1.26 0.207 

TED SD Negat. Outl. Cntr 5 -33.90871 -0.83 0.408 

TED SD Posit. Outl. Cntr 2 -12.40194 -1.22 0.222 

TED SD Posit. Outl. Cntr 3 12.74335 0.4 0.69 

TED SD Posit. Outl. Cntr 4 78.10844 3.58* 0 

Spread over GCRR 19.92005 4.02* 0 

GCRR SD Negat. Outl. Cntr 1 125.1486 1.64 0.1 

GCRR SD Negat. Outl. Cntr 2 -482.4915 -2.89* 0.004 

GCRR SD Negat. Outl. Cntr 3 182.2028 1.22 0.224 

GCRR SD Negat. Outl. Cntr 4 183.8903 0.81 0.419 

GCRR SD Negat. Outl. Cntr 5 -36.47445 -0.74 0.461 

GCRR SD Posit. Outl. Cntr 2 -9.2697 -0.11 0.912 

GCRR SD Posit. Outl. Cntr 4 -991.6459 -3.70* 0 

VIX 0.7792 3.15* 0.002 

Country CDS spread  0.2068 5.58* 0 

2 yr rates 3.3794 4.71* 0 

Total debt to total assets 0.3664 4.94* 0 

Cash and cash equivalents per share 0.0007 3.04* 0.002 

Price to sales -1.5632 -1.73 0.083 

Tangible book value per share -0.0086 -2.01* 0.045 

Constant -53.6935 -6.98* 0 

    Number of lags for GMM-type instruments 4 

  Arellano-Bond test for AR(1) in first differences: z = -6.61 Pr > z = 0 

Arellano-Bond test for AR(2) in first differences: z = -0.4 Pr > z = 0.69 

Hansen test of overid. restrictions: chi2(681) = 682.38 Prob > chi2 = 0.478   

Difference-in-Hansen tests of exogeneity of instrument subsets: 

 GMM instruments for levels            

   Hansen test excluding group: chi2(537) = 583.29 Prob > chi2 = 0.082    

Difference (null H = exogenous): chi2(144) = 99.1 Prob > chi2 = 0.998   

Instruments of exogenous variables 

   Hansen test excluding group: chi2(659) = 672.73 Prob > chi2 = 0.347    

Difference (null H = exogenous): chi2(22) = 9.65 Prob > chi2 = 0.989   
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In Table 4-9 we present the system-GMM dynamic panel specification after having included systematic 

liquidity slope dummies (SD) to capture the potential effects of a country negative or positive outlook-

watch change on the CDS spreads of its domestic firms. We include different systematic liquidity slope 

dummies (SD) for negative and for positive outlook changes to capture any impact differentiation. * 

Denotes significance at 5%. 
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Appendix 4.A. Dynamic panel 

4.A.1. An introduction to dynamic panel 

A panel data model can be converted into a dynamic panel simply by 

including lagged autoregressive terms of the dependent variable. Equations (1) and (2) 

below present the simple and the dynamic panel data model specifications 

respectively. 

                           

                                   

where: 

  : is an unobserved individual specific fixed effect that enables for diverseness in 

the means of the dependent variable across individuals, and is considered to be 

correlated with the lagged dependent variable 

    : is an idiosyncratic error term (disturbance) that is considered to be serially 

uncorrelated. 

The main problem in estimating (2) using Ordinary Least Squares (OLS) is 

that the lagged dependent variable (yi,t−1) is correlated with the individual specific 

fixed effects in the error term     , leading to the “dynamic panel bias” (Nickell 

1981).  The coefficient for the lagged dependent variable increases, by ascribing 

explanatory power to it that in fact stems from the fixed effects. The dynamic panel 

bias can be removed by applying a transformation that cancels out fixed effects for 

each individual, while at the same time prevents from making every observation of 

the dependent variable endogenous to all the others. One solution would be to perform 

a “within” transformation by subtracting from each level variable its mean. However, 
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the “within” transformation results in coefficients that are downward biased, as  the 

regressors are negatively correlated with the error term. In short, the OLS and the 

“within” transformation coefficients represent the upper and the lower bounds of the 

“true” coefficient for the lagged dependent variable respectively. Finally, if one 

assumes homoskedasticity, a 2SLS estimator can be used. However, the disturbances 

are no more i.i.d. after being differenced, hence, distorting the estimates.  

To overcome the aforementioned problems, difference (Holtz-Eakin et al. 

1988, Arellano-Bond 1991) and system (Arellano-Bover 1995, Blundell-Bond 1998) 

dynamic panel estimation algorithms
41

 initiate the estimation process by transforming 

the regressors either by calculating first differences or forward orthogonal deviations. 

Then, the generalized methods of moments (Hansen 1982) is applied. 

The transformed relationship (eq. 3) is presented  below: 

                                   

The first-differencing transformation removes the individual specific effects, 

but the lagged dependent variable (      ) in        is still correlated with the error 

term (        in      . However, the dependent variable becomes orthogonal to the 

error term for deeper lags, and so, it is appropriate to be used as instrument. For the  

calculation of first differences, consecutive observation in the sample are required. 

Otherwise, a lot of variables can be removed from the estimation, particularly in 

highly unbalanced data sets. Hence, it is preferable to employ “forward orthogonal 

deviations” instead of “first differences” in unbalanced data sets. In calculating 

“forward orthogonal deviations”, the average of all future observations, for each panel 

ID variable, is subtracted from the current one. Therefore, the sample utilization is 

                                                           
41

 For some applications of dynamic panel methodologies, see Bond (2002) and Eigner (2009). 
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maximized by not requiring that consecutive observations are available so as for the 

“deviations” to be calculated. Another merit of this latter approach is that lagged 

observations become valid instruments as they are not entering the transformation. 

For these reasons, we opt for “forward orthogonal deviations” in developing our 

model specifications. 

Dynamic panel, as specified in Difference-GMM (Arellano-Bond 1991) and 

System-GMM (Blundell-Bond 1998) estimators, is well-suited to be used under the 

following conditions: 

i. Samples have a small time (“t” is small) and a large cross section dimension 

(“i” is big). 

ii. The relationship modeled has a linear functional form. 

iii. The dependent variable is dynamic in nature, in the sense that it depends on its 

past values. 

iv. The independent variables are not restricted to be exogenous, but can be 

predetermined as well as lagged endogenous variables. 

v. Fixed individual specific effects are considered      

vi. Heteroskedasticity and autocorrelation within
42

 individuals are captured. 

vii. The idiosyncratic errors (disturbances) are not correlated among individuals 

                  .  

viii. Instruments (z) are not required to be found outside the variables included in the 

model, as their lags can be used as valid instruments. 

If the dependent variable is about to follow a random walk, the “difference
43

” 

                                                           
42

 “within” indicates along the time dimension for a given individual. 
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GMM doesn‟t perform well, as past levels do not contain important information about 

future changes. Hence, the untransformed lags          might be weak instruments for 

the transformed variables (        . However, for variables following a random walk, 

past changes (         may have higher explanatory power in determining current 

levels       . Blundell and Bond (1998) point out that the instruments in the Arellano-

Bond estimator, constructed as lags of levels, are weakened when i) the autoregressive 

process turns to be very persistent or ii) the ratio of the variance of the individual 

fixed effects to the  idiosyncratic disturbances becomes very high. In their attempt to 

overcome the above pitfalls, Blundell-Bond (1998) further assume that the first 

differences of instruments are not correlated with the individual specific fixed effects 

                   . Thus, the first differences of instruments           can be used 

as proper instruments for the levels equation (eq. 2), on condition that the 

idiosyncratic errors        remain serially uncorrelated. 

Blundell-Bond (1998) develop a system consisting of two equations to 

consider the moment conditions both of the transformed (eq. 3) and of the levels 

equation (eq. 2). The GMM approach handles the system as a single extended 

equation, since the linear relationship and the coefficients in both equations are 

supposed to be identical. In setting up this system as an extended equation, the level 

instruments are considered only for the “transformed part” of the equation, while the 

transformed instruments are taken into account only in the “levels part” of the 

equation
44

. As Roodman (2009) aptly notes “where Arellano-Bond instruments 

                                                                                                                                                                      
43

 In the following parts of this section, we use the term “difference” to consider both the 

transformation regarding “first differences” as well as “forward orthogonal deviations”. 

44
 For more details on the issue see Roodman (2009). 
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differences with levels, Blundell-Bond instruments levels with differences”. In short, 

by confronting any problems that might arise from the selection of weak instruments, 

the efficiency of the model is materially increased.  

Another technical aspect in the estimation process of GMM is the selection 

between a one-step and a two-step estimation algorithm. The two-step GMM 

algorithm produces results that are robust to heteroskedasticity and autocorrelation 

within groups. However, it has to be supplemented by the Windmeijer (2005) finite 

sample variance correction, to obtain efficient two-step GMM estimators. Without the 

Windmeijer correction the standard errors are materially downward biased, so 

affecting the inference regarding the significance of the regressors. To this end, we 

follow a two-step approach coupled with the Windmeijer correction in our model 

specification process. 

Finally, to avoid correlation among individuals in dynamic panel models, any 

systematic shocks have to be removed from the disturbances. Hence, we incorporate 

macroeconomic variables in setting up our models to control for such effects. 

 

4.A.2. Selection and validation of the instrumental variables  

The most crucial part in developing a dynamic panel model is the selection of 

the instrumental variables (z). Instrumental variables have to be exogenous 

(independent of the error term (           ) and relevant (correlated with the 

independent variables             ).  

The choice of the number of lags that can be used as valid instruments for a 

given variable require the determination of whether the variable is a) endogenous, i.e. 

correlated with current (      and earlier         but not with subsequent disturbances 
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       , b) predetermined, i.e. correlated with earlier but not with current and 

subsequent disturbances, or c) exogenous, meaning uncorrelated with earlier, current 

or future values of     . In applying the difference or the system GMM, only lags 

longer or equal to     can be used as valid instruments of endogenous variables. 

Regarding predetermined variables, the     lag can also be included, while for 

exogenous variables even the current values constitute valid instruments. 

 The difference and system GMM estimators produce numerous moment 

conditions that can lead to a very large number of instruments, particularly as the time 

dimension of the panel is prolonged. These instruments can overfit endogenous 

variables leading to model misspecification. Thus, not only the validity of the 

instruments but also the robustness of the results when instruments decrease, become 

very important parts in the whole model specification process (Bowsher 2002). 

The Arellano-Bond autocorrelation tests as well as the Sargan/Hansen tests of 

overidentified restrictions are used in testing the validity of the instrumental variables. 

The Arellano-Bond autocorrelation tests examine the null hypothesis of 

autocorrelation in the differenced residuals        , in which only the idiosyncratic 

error terms (not the fixed effect) have remained. If evidence is found that 

autocorrelation in idiosyncratic differenced residuals does exist, then some lags may 

not be valid to be used as instruments. In particular, if errors in the levels variables are 

i.i.d., we expect first order autocorrelation (AR(1)) in differenced errors to be 

negative, since        is common in       and in        . While, the existence of 

second order autocorrelation (AR(2)) in first differences, indicates autocorrelation in 

levels variables. In essence, by examining the correlation between       and        , 

we assess how the consecutive error variables        and        covary. That is, to 
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identify autocorrelation of order k in levels, we have to check for correlation of order 

k+1 in differences (transformed variables). In case of second order autocorrelation in 

the differenced residuals, the moment conditions used in specifying a dynamic panel 

model is no longer valid, leading to potential model misspecification. 

The Arellano-Bond autocorrelation tests cannot be used for orthogonal 

deviations, as all residuals dependent on the mean of the future observations. Hence, 

although we estimate the model specifications using forward orthogonal deviations, 

the results presented for autocorrelation tests are run on residuals in first differences.  

The Sargan/Hansen tests of overidentified restrictions assess whether “H0: the 

model specification is correct and the instruments overall are exogenous”. If there is 

no assumption for conditional homoskedasticity in the data, the Hansen test has to be 

used instead of the Sargan test.    

Hansen test can be further employed to examine the exogeneity of a particular 

subset of instruments. This statistic is called Difference-in-Hansen test, and is 

implemented by performing one estimation for the Hansen test with a given subset of 

instruments and another estimation without it. Stata
45

 includes some pre-build 

difference-in-Hansen tests at the output screen. Below we present these tests along 

with their null hypotheses. 

A. GMM instruments for level equation 

i. Hansen test excluding group: “H0: If we exclude system GMM instruments 

for the level equation (i.e. the differenced instruments), the remaining are 

exogenous.” 

                                                           
45

 The use of xtabond2 function produces automatically these difference-in-Hansen tests. 
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ii. Difference (null H = exogenous): “H0: Overall, the system GMM 

instruments are exogenous, leading to an increase in the Hansen J-test.” 

B. Instruments of exogenous variables 

i. Hansen test excluding group: “H0: If we exclude the IV instruments, that 

is, the instruments that are constructed from the variables that are 

considered as exogenous, the remaining are exogenous.”  

ii. Difference (null H = exogenous): “H0: Overall, the IV instruments are 

exogenous, leading to an increase in the Hansen J-test.”  

Blundell-Bond (1998) mention that the coefficient of the lagged dependent 

variable has to be less than unity, indicating that along the period examined 

individuals do not diverge systematically from the “steady state”. We confirm that our 

estimates satisfy this condition. 

In addition, Bond (2002) mentions that the resulting coefficient for the lagged 

dependent variable has to fall in the range prescribed by the Within and the OLS 

estimators, since they represent the lowest and the highest barriers for the “true” 

parameter value respectively. Furthermore, the system-GMM coefficient for the 

lagged dependent variable has to be greater than the difference-GMM estimator, as 

the latter is downward biased.  

Lastly, since dynamic panel estimators can generate a massive pool of possible 

weak instruments that can over-fit endogenous variables and generate biased 

estimates, Roodman (2009) strongly suggests to report the number of instruments 

used. The number of instruments should neither exceed the number of observations, 

nor materially surpass the number of groups (panels). Following Roodman‟s (2009) 

advice, we not only report the number of instruments, but also assess whether the 

aforementioned constraints are breached. All in all, since the proposed system-GMM 
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dynamic panel models satisfy all these robustness criteria, they are indeed well-

specified. 
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Appendix 4.B. Correlations between residuals and variables used as 

instruments 

Table 4.B: Correlations between residuals under H1 and variables used as instruments 

Variables \  

Number of Lag 
CDS spread Equity return 

Implied 

volatility 
TED spread 

Spread over 

GCRR 
VIX 

Current  -   -   -  -0.4% 0.2%  -  

Lag 1  -  -10.3% -7.0% 0.0% 4.0% -1.2% 

Lag 2 2.7% 1.5% -13.0% -9.8% -6.9% -11.5% 

Lag 3 7.7% 6.3% -9.4% -7.7% -2.9% -5.4% 

Lag 4 9.6% -1.2% -4.5% -5.5% -2.3% 0.3% 

Lag 5 9.2% -0.4% -3.9% -2.2% -1.6% 2.1% 

Variables \  

Number of Lag 

Country CDS 

spread  
2 yr rates 

Total debt to 

total assets 

Cash and cash 

equivalents per 

share 

Price to sales 

Tangible 

book value 

per share 

Current  -  -1.0% -0.1% -0.1% -0.1% -0.1% 

Lag 1 -1.5% -0.5% -0.2% -0.1% -0.5% -0.1% 

Lag 2 -0.4% -0.7% -0.1% -0.1% 0.5% -0.1% 

Lag 3 0.2% -2.1% 0.3% -0.1% -0.3% -0.1% 

Lag 4 1.7% -3.0% 0.4% -0.1% -1.2% -0.2% 

Lag 5 2.0% -1.3% 0.4% -0.1% -1.5% -0.2% 

Table 4.B presents the correlation coefficients between the residuals under H1 and the variables used as 

instruments along with their  respective lags. 
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Appendix 4.C. OLS vs. Within estimators 

Table 4.C: OLS vs. Within estimators in determining corporate CDS spreads  

 
Ordinary Least Squares 

 
Within Estimator 

 

Number of obs = 16003        
 

Number of obs = 16003 /  

Number of groups = 771             

 

F( 12, 15990) = 4049.34 /                

Prob > chi2 = 0  

 

F(12,15220)=1825.75 /                 

Prob > chi2 = 0  

 

R
2
  : 75.24% 

   

R
2
  : 73.89% 

 
 

Coefficient t-statistics p-value 
 

Coefficient t-statistics p-value 

Lagged CDS spread 0.7862 165.27 0 

 

0.6225 102.3 0 

Equity return -279.5029 -41.85 0 

 

-231.8016 -34.52 0 

Implied volatility 1.2890 20.01 0 

 

2.3049 24.3 0 

TED spread -22.5983 -5.85 0 

 

-7.7341 -1.82 0.069 

Spread over GCRR 16.4639 2.88 0.004 

 

-16.7196 -2.63 0.008 

VIX 1.5920 7.99 0 

 

1.0441 4.98 0 

Country CDS spread  0.1625 12.56 0 

 

0.2858 18.1 0 

2 yr rates 4.4126 5.2 0 

 

0.1355 0.13 0.898 

Total debt to total assets 0.5849 8.12 0 

 

0.4600 2.26 0.024 

Cash and cash equivalents per 

share 
0.0006 0.93 0.353 

 
0.0023 0.28 0.782 

Price to sales -3.2097 -2.84 0.004 

 

-8.7077 -3.16 0.002 

Tangible book value per share -0.0063 -0.86 0.39 

 

-0.0015 -0.05 0.961 

Constant -58.5193 -12.71 0   -48.9618 -5.7 0 

Table 4.C exhibits the OLS and the Within estimators for the model specification developed under H1.  
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Appendix 4.D. Robustness in changing the number of instruments 

Table 4.D: Robustness of corporate CDS spreads' determinants in decreasing and increasing the number 

of instruments  
Number of Lags for GMM-type 

instruments: 
Four (4) 

 
Six (6) 

 

Number of obs = 16003 

Number of groups = 771 

Number of instruments = 694        
 

Number of obs = 16003 

Number of groups = 771   

Number of instruments = 937    

 

Wald chi
2
(12)  = 5426.41 

Prob > chi
2
 = 0  

 

Wald chi
2
(12)  =5710.48 

Prob > chi
2
 = 0  

 
Coefficient z-statistics p-value 

 
Coefficient z-statistics p-value 

Lagged CDS spread 0.7448 17.29 0 

 

0.7465 17.14 0 

Equity return -266.9699 -6.9 0 

 

-268.0047 -6.92 0 

Implied volatility 1.8214 2.74 0.006 

 

1.8070 2.71 0.007 

TED spread -26.3866 -3.59 0 

 

-26.1596 -3.57 0 

Spread over GCRR 15.8104 2.26 0.024 

 

15.7259 2.23 0.026 

VIX 1.3390 2.72 0.006 

 

1.3208 2.69 0.007 

Country CDS spread  0.1819 4.98 0 

 

0.1808 4.92 0 

2 yr rates 4.6301 5.7 0 

 

4.5345 5.69 0 

Total debt to total assets 0.6455 4.91 0 

 

0.6407 4.83 0 

Cash and cash equivalents per 

share 
0.0007 3.33 0.001 

 
0.0007 3.63 0 

Price to sales -3.0178 -2.21 0.027 

 

-3.0908 -2.31 0.021 

Tangible book value per share -0.0065 -1.93 0.053 

 

-0.0070 -2.31 0.021 

Constant -67.9646 -5.22 0 

 

-67.0639 -5.17 0 

               

       Hansen test of overridden 

restrictions:  

chi
2
(681) = 740.61  

 Prob>chi2 = 0.056   

chi
2
(924) = 762.5 

Prob>chi2 = 1 

Table 4.D illustrates the model specification under H1 for decreasing (4 lags) or increasing (6 lags) the 

number of instruments.  
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5. Do Dealers “Choose” their Clients? Evidence from the 

Corporate Bond Market 

 

5.1.  Introduction 

The assimilation of new information into the prices is attained through the 

trading mechanism. Market efficiency is determined by the ability of this mechanism 

to fulfill its purpose fast and without frictions. The observed returns are therefore the 

end result of the dealers‟ quote-setting strategy, in response to the incoming orders 

they fill. Essentially, the quote-setting strategy reflects both dealers‟ prior 

assumptions about the presence of new information and the order flows they observe. 

Market microstructure theory posits that dealers‟ prior assumptions are in effect 

updated through the observed flows, which can be attributed either to informed or to 

uniformed traders. However, market microstructure theory
46

 (Sequential models 

(Glosten-Millgrom 1985), Strategic trading models (Kyle 1985)) posits that dealers 

respond to the demanded flows they observe without making any prior classification 

of their clients‟ status as informed or uninformed. In particular, it stipulates that 

dealers follow a consistent way of adjusting their quotes when a new trade arises, 

which depends strictly on its size and direction as well as on the sequence of the last 

few orders that dealers have filled irrespective of their clients‟ identities.   

Recent empirical evidence, though, suggests that the type of the customer who 

initiates the trade constitutes an additional factor that is significant in interpreting the 

level of the information conveyed in the market. A series of papers that examine the 

                                                           
46

 Appendix 5.A presents a brief background on market microstructure. 
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functioning of the FX market imply that financial customers usually require liquidity 

and are the informed ones in the market, while the trades of corporate customers seem 

to convey no information (Bjonnes et al. 2011, Frömmel et al. 2008, Fan and Lyons 

2003). That is, retail investors are the ones who lose money in the FX market, though, 

their role as overnight liquidity providers should not be underestimated in the proper 

functioning of the FX market. Indeed, it seems that their interaction with informed 

traders co-formulates the evolution of short term FX rates (King et al. 2013). In a 

similar vein, Cerrato et al. (2011) and Bjonnes et al. (2005, 2005a) investigate 

whether order flows convey any private information. They conclude that trades 

initiated by investors who are profit motivated (i.e. asset managers, hedge funds etc.)  

have a bigger impact on FX rates and that these investors are more informed, while 

private customers (i.e. non-financial companies, individuals) operate as the liquidity 

providers. On top of that, Marsh and Rourke (2005) argue that order flows of financial 

customers contain private information, since the correlation between their order flows 

and the probability of information based trading (PIN), proposed by Easley and 

O‟Hara (2002), is significantly positive.  

In another strand of literature that is oriented to the equity market, Chakravarty 

(2001) posits that institutions‟ trades are the main source of firm specific information. 

Similarly, Underwood (2009) points that trades initiated by institutions are the most 

informative both at the firm and at the market level. Whereas, trades of individuals 

also provide some information, which is different from what is conveyed in trades 

executed by institutional investors. In short, the current literature focuses mainly on 

the FX market, with limited empirical research also for the equity market. Hence, to 

what extent the abovementioned findings also hold for the corporate bond market, 

remains an issue not yet investigated. 



213 

 

Seeing that corporate bond dealers pay the price of adverse selection risk in 

the short-run, it is highly likely that they try to exploit all the available information 

under the price discovery process so as to minimize their exposure to this risk. Hence, 

being motivated by the current empirical research in the FX and equity markets, we 

deem that the very first available piece of information that dealers could also employ 

so as to segregate informed from uniformed investors is their clients‟ identities.  

In discriminating their clients correctly, dealers would preempt part of any 

security price adjustments that would follow during the next days and, in a sense, 

participate in the returns enjoyed by informed traders. In other words, whether dealers 

a-priory classify their clients into informed and uninformed based on their identities, 

trying this way to share in the informed traders profits, arises as the first question that 

the empirical work in this study addresses. Given that our sample classifies investors 

as institutional, block
47

 or retail, we investigate whether dealers respond differently to 

each investor category in adjusting their quoted prices.  

Our empirical evidence suggests that dealers pre-classify their clients into 

informed and uninformed based on their identities, giving rise to dealers‟ “prejudice” 

costs. Indeed, bond dealers regard institutional investors (IC – Institutional Clients) as 

informed traders, as dealers charge them higher bid-offer spreads so as to be 

compensated for bearing what is perceived as a higher adverse selection risk, and so 

indirectly participate in their profits. When IC are on the buying-side of a transaction, 

dealers respond by decreasing their quoted bond yields and so increasing transaction 

prices. Whereas, in case IC are on the selling-side of a trade, dealers increase their 

                                                           
47

 Seeing that block investors are institutional investors who are in a hurry of trading big volumes, their 

treatment as a single investor category along with institutional investors is deemed appropriate. Hence, 

we would refer from this point onwards to both institutional and block investors as institutional.  
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quoted bond yields, so that the traded prices fall. On the other hand, bond dealers 

adopt a different charging strategy when transacting with retail investors (RC – Retail 

Clients). Specifically, when RC buy a bond, dealers do not increase the price of the 

security to be sold. While, when RC sell a bond, dealers‟ response is much less 

intense relative to the one for IC. Essentially, our findings reflect the lower adverse 

selection risk that dealers face when transacting with retail investors, who are the 

noise traders in the market.  

Seeing that sequential trade models do not consider the type of the investor in 

setting the Bid-Ask quotes, we next proceed to an extension of Easley O‟Hara (1992) 

model so as to explicitly incorporate this determinant. Specifically, we first extend the 

event tree of Easley O‟Hara (1992) by assigning a higher probability of institutional 

investors (κ1) being informed relative to retail investors (κ2) being informed (κ1> 

κ2), and then we use the event tree so as to derive the respective equations for the 

determination of Bid-Ask quotes. Essentially, we do not only complement our 

empirical findings with a theoretical model that provides further insights on how 

dealers could determine their quotes, but also perform a simulation exercise that 

benchmarks our model relative to Easley O‟Hara (1992). Our simulation exercise 

denotes that the P&L of a dealer that uses our extended model is significantly higher 

relative to the P&L that he would have enjoyed if he had used the model of  Easley 

O‟Hara (1992). 

But, are dealers right in pre-classifying their clients? That is, are institutional 

traders more likely to be informed rather than not? In case dealers are right, we expect 

that each investor category earns realized excess returns of different sign and 

magnitude. Hence, we proceed by framing the second hypothesis so as to investigate 

whether institutional investors, being the informed ones, do earn more often than not 
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in the longer horizons. Whereas retail investors, being the uninformed ones, lose more 

often than not in the longer horizons. In testing this hypothesis we segregate the 

buying-side from the selling-side traded flows. Thus, distinguishing between the fixed 

premiums earned by investors buying and by investors shorting a bond. Considering 

that the corporate bond excess returns might require some days before appearing in 

the market, particularly when limited market liquidity results in a slower price 

adjustment to new information, we examine the cumulative excess return for each 

bond after the trade day (t) up to t+1, t+2, t+3, t+4, t+5 & t+30 horizons.  

Institutional investors appear to be on the “correct” side of the market more 

often than not, thus, verifying dealers‟ preconception that they are indeed informed. 

Regarding retail investors, they consistently lose across all the time horizons 

examined. This can be primarily attributed to the fact that RC are primarily utilitarian 

traders that are driven by private value considerations. That is, their investment 

decisions are also driven by the “value” they enjoy in holding particular securities, 

which might result in neither selecting underpriced assets nor formulating efficient 

portfolios. As dealers‟ strategy predicted, RC are undeviatingly on the “wrong” side 

of the market. Our results also point that the price of a bond increases during the last 

days just before institutional investors sell it, so that IC close out their positions at 

favorable prices. Whereas, the price of a bond decreases over the previous days before 

retail investors sell it, thus, potentially locking any trading losses. All in all, the ex-

post excess returns enjoyed by each investor category fully support the different 

quoting strategy that the dealers adopt in their effort to take part of the value traders 

profits. 

  However, what matters the most for the dealers is neither the profits nor the 

losses of their clients, but rather the potential impact of the strategy they pursue on 
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their own daily P&L. Theory says that dealers cover their losses to the informed 

traders from the uninformed. It may be that by distinguishing their clients into 

informed and uniformed in a correct way more often than not, they obtain part of the 

information premium the informed traders enjoy.  In that case, dealers decide to 

“front-run” successfully value traders. So, we next proceed by testing under the third 

hypothesis whether the pre-classification strategy followed by the dealers improves 

their daily P&L or not. The dealers‟ all-sample average realized P&L margin amounts 

to 4.7 b.p. (i.e. P&L over traded volume). Whereas, had the dealers responded to all 

investors as being uninformed, they would have incurred a much lower gain of 0.9 

b.p.. Indeed, the a-priory classification of investors as value and noise traders, proves 

to be much more profitable for the dealers relative to a “naïve” strategy that would 

uniformly classify all investors as uninformed.   

Dealers appear to profit by correctly pre-classifying their clients. Nevertheless, 

their daily P&L volatility is found to be rather high, suggesting that certain trades are 

more profitable than others. It might be the case that dealers‟ profits are rather 

concentrated around trades executed under certain conditions. That is, we expect that 

dealers earn more than their average P&L margin, when trading under conditions they 

have a competitive advantage over investors. Publicly announced information is 

continuously flowing into the market, spurring market participants in continuously 

updating the prices they are willing to transact. Therefore, being the market makers, 

we expect that dealers are the fastest and most efficient news-traders, essentially, 

benefiting the most from all the trades propelled by public information releases. For 

this purpose, we investigate under the forth hypothesis whether or not trading on the 

direction of public news constitutes a core driver in the formation of dealers‟ realized 

P&L.  



217 

 

We define as public information events all single-day buy trades and single-

day sell trades followed by the opposite direction on the next day, whose traded 

volume is above the average trading volume for that particular security. We also 

define as public information events all those sequences of unidirectional trades for 

which the magnitude of the yield change registered on the first day is larger than the 

magnitude of the cumulative yield change registered over the following days of the 

sequence. The idea is that whenever public information is released, day (t) is news 

trading, i.e. trading on the direction of the news, while during the following days a 

fine-tuning on the exact level of the updated price takes place. Our findings suggest 

that dealers dominate public information profits, as they do earn more than their 

average P&L margin on these public news days. As anticipated, dealers lose after the 

first day of a unidirectional sequence, since they do not participate in the fine tuning 

process pertaining to the determination of the exact level of the updated bond price by 

the value traders.  

In short, the empirical findings under the four hypothesis examined in this 

chapter suggest the presence of an endogenous cost component in a firm‟s credit 

spread, as traders are being overcharged by the liquidity provider (dealer). On top of 

that, our analysis implies that value traders are the main type of speculators in the 

market, while news traders are the dealers.  

The contribution of this empirical work is many-fold. Firstly, our evidence 

regarding dealers‟ a-priory classification of their clients as informed and uninformed 

according to their identities, denotes a new parameter considered in the dealers‟ quote 

setting processes, other than those already posited by market microstructure theory. 

We further substantiate this finding by complementing our empirical conclusions with 

a theoretical model that explicitly incorporates the investor category in the quote 



218 

 

setting process adopted by the dealers as well as with a simulation exercise. The 

results of the simulation exercise suggest that the P&L generated for a dealer that uses 

our extended sequential trade model is significantly higher relative to the respective 

P&L that he would have earned if he had employed the model of  Easley O‟Hara 

(1992). Secondly, we extend the existing literature, which has identified that 

transaction flows are positively related to excess bond returns, by directly linking the 

investor category who trades with the excess return it subsequently enjoys. That is, we 

verify that value traders benefit while noise traders lose more often than not in the 

longer horizons. To the best of our knowledge, we are not aware of any other study 

that examines the abovementioned relation as such. Thirdly, we quantify the impact 

on the dealers‟ P&L margin for being the most efficient news traders. That is, we 

identify an average fixed component that augments dealers‟ P&L in public news 

trading days. Finally, our methodology pertaining to the calculation of excess returns 

over a matched by credit rating and maturity value-weighted portfolio, and not just 

over the risk free rate, is rather novel in the corporate bonds‟ literature. Actually, by 

controlling for the systematic component of excess bond returns, we can identify the 

part attributed to the investors‟ bond picking abilities. Thus, clearly distinguishing 

between value and noise traders. 

The core implication of our findings has to do with market microstructure 

models. Essentially, market microstructure models have to take into account some 

prior perception about the information the client has. Our analysis suggests that this 

can be achieved by segregating clients according to the investor category they belong. 

Indeed, the theoretical model we propose along with the simulation exercise that we 

conduct imply that dealers are better off by explicitly incorporating the customer type 

in their quote setting processes. 
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The rest of this chapter is organized as follows. In section 5.2 we introduce the 

data set and some summary statistics, while in section 5.3 we develop the hypotheses 

and present all the empirical results. Next, in section 5.4 we describe the robustness 

checks we have performed and finally in section 5.5 we conclude.   

 

5.2.  Sample, summary statistics and variable selection 

5.2.1. Sample 

Our dataset consists of corporate bonds participating in the formation of the 

JULI
48

 index. JULI is a broad measure of the performance of the most liquid 

securities in the investment grade corporate bond market that provides performance 

comparisons and valuation metrics across a carefully defined universe of bonds. The 

data was kindly provided to us by one of the biggest bond dealers, namely J.P. 

Morgan. Our sample ranges from January 2012 up to June 2013 and includes daily 

bond level market data coupled with a wide range of bond specific attributes. J.P. 

Morgan constitutes one of the dominant banks
49

 in providing clearing services for 

repos and security purchases/sales to other dealers (Duffie 2010). On top of that, J.P. 

Morgan is also a dominant dealer in providing custody services for tri-party repos 

(Duffie 2010), which amounted to $2.5 trillion per day in 2007 (Geithner 2008). Our 

sample represents rather adequately the activity in the corporate bond market, as it 

includes the trades performed by one of the dominant bond dealers. 

The market-related variables that are available in our dataset include bond 

prices, credit spreads over various benchmarks, excess returns, aggregate buying-side 

                                                           
48

 JPMorgan US Liquid Index. 

49
 Along with Bank of New York Mellon. 
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and selling-side daily volumes per issue, and total traded volumes per investor group 

among others. While, static bond characteristics encompass issuer, coupon, maturity, 

outstanding amount, seniority, sector, credit ratings as well as other bond covenants. 

There are around 75 fields available for each bond in the sample. On top of that, we 

further augment the dataset by downloading from Bloomberg equity volatility, equity 

returns as well as market based accounting ratios for each bond issuer.   

There are around 900.000 observations in the initial sample, of which around 

300.000 are not taken into account in the analysis as they pertain to days with no 

trading activity (zero traded volumes). Furthermore, missing fields for some 

observations further reduce the sample size, so leaving around 300.000 observations 

for hypotheses testing. All in all, our sample combines both a very large number of 

observations and a large number of available fields for each bond, making it ideal for 

the aims of this study.      

 

5.2.2. Summary statistics 

Our sample contains 2.779 unique bonds (ISINS), issued by 601 firms 

spanning 26 different countries and covering a period of one and a half years. Table 5-

1 presents the Country, Sector and Credit rating profile of the sample, incorporating 

both the number of Issuers/ISINS and the percentage contribution of each 

classification characteristic to the total number of observations. About 85% of the 

observations pertain to firms from the USA while about 8% comes from Europe, 

representing the 79% (474/601) and the 10% (60/601) of the total number of issuers 

respectively.  

Regarding the sector classification of the companies included in the sample, 
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around 21.5% ((86+44)/601) of them belong to the financial sector while 11.6% 

(70/601) of them are related to the consumer sector, representing the 26% and 10.4% 

of the total observations. Interestingly, about 75% of the bonds have a credit rating of 

“A” at the last date available on the dataset, while 54.6% of the total observations 

come from BBB bonds, reflecting the gradual improvement in the credit quality of the 

corporate bonds throughout the sample period. 

 

5.2.3. Variable selection 

We consider a wide range of variables as potential determinants of yield 

changes (H.1) or of excess bond returns (H.2). In particular, the cross sectional 

determinants of excess returns are captured by introducing a series of static bond 

characteristics that are commonly used in the existing literature (Gebhardt 2005, Lin 

et al. 2011). Brandt (2004) points that the price discovery process is possibly not 

taking place unvaryingly in all the parts of the market. Hence, we control for any 

static bond characteristics that may give rise to fixed premiums in the excess bond 

returns. By doing so, any incremental explanatory power of investor-specific 

regressors on the dependent variable, over and above the components attributed to 

static bond features, is captured. In particular, we introduce the following control 

variables into the regression analysis:  

i. Coupon (C). It has been widely used as an indicator of tax effects (Elton et al. 

2001, Longstaff 2005) that might affect the required return of a bond. So, we 

control for the possibility that excess returns incorporate a tax-related part. 

ii. Outstanding Amount (AMT). Bond issues with high outstanding amounts are 

considered more liquid (Fisher 1959), so that we use this variable to proxy for 
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bond liquidity. Specifically, we use the logarithm of outstanding amount to 

mitigate the impact of outliers. 

iii. Financial (FN). A dummy that indicates whether a bond is issued by a 

financial firm or not is also included. Fiancial bonds are considered riskier as 

they have lower recovery rates, so that investors require higher excess returns. 

iv. Age (AGE). Newly issued bonds enjoy higher liquidity, so we include the 

years since a bond‟s issuance to capture any “on-the-run” effects (Longstaff 

2005, Brandt 2004, Houweiling 2005). 

v. Coc (COC).  These bonds lack seniority, thus, they should compensate 

investors with higher returns. 

vi. Domestic (DOM). Takes the value of 1 for firms issuing bonds into their 

domestic market and zero otherwise. 

vii. Euro area (EUR). Flags firms in the Euro-area, whose returns might be 

somehow affected by the Euro area crisis.  

viii. Market (MK). We distinguish between publicly traded (dummy value = 1) and 

private firms so as to capture the impact that lower disclosure requirements 

might have on the excess returns of private firms. Han and Zhou (2013) find 

that bonds issued by private firms have stronger information effects. 

ix. Secured (SEC). We differentiate between bonds that are collateralized 

(dummy value = 1) and those that are not, since investors require higher 

returns unsecured bonds (Nashikkar 2011). 

x. Seniority (SN). Segregates senior (dummy value = 1) from subordinated debt 

issues to accommodate for the higher priority of the former in case of 

liquidation, which justifies lower excess returns.  
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xi. Remaining Maturity (MAT). The longer the maturity of a bond, the higher the 

sensitivity of its price to interest rate movements and, in most cases, the lower 

its liquidity, so affecting its excess bond return. 

xii. Rating (RAT1, RAT2, RAT3). The credit rating of a bond reflects the credit 

risk undertaken by the bond holders, being, in essence, a core determinant of  

its excess returns. To capture non-linearities in the impact of credit rating we 

employee three dummies, that is, RAT1 for AAA bonds, RAT2 for AA bonds, 

and RAT3 for A bonds. 

Additionally, we incorporate in the analysis a series of bond-specific liquidity 

and information asymmetry measures to capture any microstructure effects across the 

cross-section of bond issues. These include: 

i. Abnormal Volume [ABV = (Daily Volume – Average Volume)/Average 

Volume]. Abnormal volume assesses the trading volume of a bond on a given 

day relative to its average trading volume during the last 90 days (Li et al. 

2009). Higher than “usual/average” volume is indicatory of unusually higher 

activity, possibly related to the presence of private information in the market 

(Easley et al. 2002).   

ii. Net Trade Flow Imbalance [NTI = (Buy Traded Volume – Sell Traded Volume) 

/ (Buy Traded Volume + Sell Traded Volume)]. Net trade flow imbalance is 

used by Li et al. (2009) as a metric related to potential asymmetric information 

as well as concerns arising in inventory management. Brandt (2004) provides 

further evidence for the potential information content of this variable by 

showing that traded flow imbalances can explain a material component of yield 

spread changes. 
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iii. Equity Volatility (VOL). The higher the equity volatility, the higher the 

uncertainty regarding a firm‟s true valuation. Van Ness et al. (2001) find that 

equity volatility is positively correlated with information asymmetry. In a 

similar vein, Easley et al. (2002) examine whether the PIN
50

 measure remains 

statistical significant for determining excess returns, even after controlling for 

the standard deviation of daily returns. Lastly, considering the unilateral 

volatility spill-over from the stock to the bond market (Fang 2006), we include 

in the analysis the 1 month equity returns historical volatility for each firm.  

iv. Equity Returns (RET). Equity returns may capture information in the equity 

market that has not been yet incorporate in the corporate bond prices. As Forte 

and Pena (2009) show, bonds are the slowest in the price discovery. 

v. Liquidity Score (LIQ). Liquidity Score is a metric that is available in our 

sample and summarizes the whole trading activity of each bond during the last 

month (average turnover, average price variability, percentage of trading days 

etc). Thus, it can be considered as a rather precise market proxy of bond-

specific liquidity. The higher the bond illiquidity, the more persistent is its 

price, so that low liquidity give rise to high transaction costs that hinder value 

traders from discovering a bond‟s intrinsic value. On top of that, Chen et al. 

(2007) denote that the lower the bond liquidity, the higher its yield spread. 

Thus, suggesting that liquidity variables have also to be used in explaining 

observed yield spreads. We introduce two dummies (LIQ Buy, LIQ Sell) to 

capture the different impact of liquidity subject to the direction of the trade. In a 

sense, reflecting any liquidity premia present in yield changes. In Appendix 5.C 

                                                           

50
 PIN stands for probability of information-based trading. 
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a model that identifies the determinants of liquidity score is presented. In doing 

so, a series of static bond characteristics along with volume related liquidity 

metrics are combined. 

vi. Finally, we introduce dummy variables to characterize each day according to 

the investor category who dominated the trades for each bond. The variables are 

constructed by identifying the investor category with the highest traded volume,  

while simultaneously considering the position it undertakes, i.e. buying vs. 

selling side. Our sample contains volume information for three distinct investor 

groups, that is, institutional, retail and block. Institutional investors include 

banks and funds, while retail customers incorporate corporations, small banks 

and retailers. Block traders are institutional investors who ask bond dealers for 

ad-hoc quotes as they want to transact huge amounts. We would refer from this 

point onwards to both institutional and block investors as institutional, since, in 

essence, block investors are impatient institutional investors of trading large 

volumes.  We employ two dummies (i.e. Buy, Sell) for each investor category 

(i.e. INST, RETAIL) to capture the distinct impact on the response variable. 

More information regarding the detailed estimation of the investor specific 

dummies is provided under the respective sections, since the way these 

dummies (slope or fixed terms) are structured is subject to the dependent 

variable in each hypothesis. 

In table 5-2 we present some summary statistics for the variables included in 

the analysis. The excess returns distribution has high kurtosis and is positively 

skewed. It has a negative median value (-0.0111%) that is more than twice, in 

absolute terms, its mean (-0.0041%), reflecting that the majority of the traded flows 

do not compensate investors with positive excess returns. Both the mean and the 
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median bond yield change amount to -0.0025%, with the yield changes distribution 

having negative skewness and high kurtosis. The bonds included in our sample have 

an average coupon rate of 4.89%, a mean outstanding balance of 966 mio, a mean 

liquidity score of 14.16 and are on average 3.38 years old. While, bond issuers exhibit 

a median leverage ratio of 38%. Lastly, the distribution of net traded flows is slightly 

negatively skewed with a mean of 0.74% and a high standard deviation, in essense, 

reflecting the persistence of big one-sided aggregate net trade flow imbalances.  

 

5.3.  Hypothesis testing  

5.3.1. Hypothesis 1: Dealers pre-classify their clients into informed and 

uniformed trying this way to share in the value traders profits 

The process of trading reflects the transition from a precisely defined 

informational state to an updated one, so that informational efficiency is attained in 

the market through the assimilation of new information into the prices. The 

continuous adjustment of asset prices to new information is interlinked with the 

returns‟ generation process as noted by Easley, Hvidkjaer and O‟Hara (2002). The 

observed returns are therefore the combined effect of the dealers‟ quote setting 

strategies, reflecting their response to information uncertainty, and of the incoming 

orders they fill. Although trading orders are submitted by either informed or 

uniformed traders, market microstructure theory (Sequential models (Glosten-

Millgrom 1985), Strategic trading models (Kyle 1985)) posits that dealers respond to 

the demanded flows they observe without making any prior classification of their 

clients‟ status as informed or uninformed.   

Market microstructure theory assumes the stylized fact of clients with uniform 
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characteristics. However, it might be that dealers may actually use the non-uniformity 

of their clients in seeking an equilibrium price for a security. Dealers might actually 

utilize additional characteristics for pre-classifying their clients into informed and 

uniformed. Motivated by current literature in the FX (King et al. 2013, Cerrato et al. 

2011) and the in equity markets (Underwood 2009), it seems that the very first 

available criterion that dealers can employ so as to distinguish between informed and 

uniformed clients is their identities.  

On the way to an equilibrium price, dealers not only try to avoid any potential 

losses that might arise from selling a security at a low price, which subsequently rises, 

or by buying a security at an expensive price, which afterwards falls, but also they 

may attempt to share part of the value traders profits. In a sense, dealers try to predict 

any security price adjustments that would follow during the next days. Hence, we 

anticipate that dealers place disproportional weight on the orders submitted by 

informed investors, resulting in larger adjustments to their quoted prices. For this 

purpose, we frame the first hypothesis so as to explore for any premiums in the 

contemporaneous yield changes that can be attributed to each investor group. In 

particular, we investigate whether the investor category that the dealers‟ 

counterparties belong, that is, whether they are retail or institutional investors, 

constitutes an additional driver that dealers consider under their quote adjustment 

processes. To do so, we use the daily yield changes (Γy) of each bond as dependent 

variable and we utilize panel data analysis to identify the potential determinants.   

We include
51

 in the model specification both bond-specific and issuer-specific 

variables. Bond characteristics can be directly considered by bond dealers in their 
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 A detailed description of the variables used under this hypothesis is provided in section 5.2.3. 
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price setting processes, or they may help dealers “guess” the private information of 

their client regarding particular issues. Issuer related data reflects the information 

transmitted in the corporate bond market via the equity market. The equity market 

variables that we incorporate in the regressions are equity returns and equity return 

volatility changes. Specifically, we use lags of these variables in the t-1, t-2 and t-3 

intervals to avoid any endogeneity problems.  

Volume slope dummies that capture the combined effect of the signal as well 

as of the information probability are also incorporated in the model. The signal is 

reflected both in the direction (buying-side vs. selling-side) and in the logarithm of the 

traded volume. Thus, directly associating the impact of high volume buying-side or 

selling-side trades to yield adjustments. This approach is deemed appropriate as high 

buying-side volumes are expected to drive prices upwards and bond yields 

downwards, while high selling-side volumes are expected to drive prices downwards 

and bond yields upwards. On the other hand, the information probability is 

transmitted by the investor category that initiated the trade. In a sense, reflecting the 

dealers‟ distinct price reactions to each investor category.  

We also include in the model changes in the net trade flow imbalances
52

, 

which constitute a core indicator of the information transmitted via the trading process 

in the bond market (Li et al. 2009, Brandt 2004). Additionally, we augment the model 

with two liquidity specific dummies, one for the buying and another one for the 

selling side trades. This way, we capture the smaller impact of traded flows on the 

yield changes for highly liquid bonds. Indeed, when an investor buys a liquid bond, its 

price rises less compared to an illiquid bond. Thus, leading to a lower bond yield 
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decrease and so justifying a positive coefficient. On the other hand, when an investor 

sells a liquid bond, its price falls less compared to an illiquid bond, so that the lower 

yield increase justifies a negative dummy coefficient. We allocate the bonds in the 

sample into five quantiles according to their liquidity score, and then take the two 

upper quantiles as the ones comprising of the most liquid bonds. That is, bonds with a 

liquidity score above the 60% quantile are considered as being highly liquid.  

In identifying the determinants of yield changes we employing random-

effects
53

 GLS panel data analysis with robust clustered standard errors. The respective 

equation is presented below.  

 

                                                           

                                             

                                             

                                                   

                                                 

                                                    

                                              

(Equation 1) 

Our findings, presented in table 5-3, suggest that dealers tend to pre-classify 

their clients as informed and uninformed, and use this a-priori classification to adjust 
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 Breusch and Pagan Lagrangian multiplier test indicated that random effects are preferable to a 

pooled regression (Reject H0: variances of groups are zero). Furthermore, Hausman specification test 

indicated that random effects are preferable to fixed effects (Accept H0), since the difference between 

the fixed effects and the random effects coefficients is not systematic at the 1% confidence level. 
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their response towards the observed traded flow. In case institutional investors are on 

the buying-side, dealers decrease the required bond yields (negative coefficient). 

Whereas, in case institutional investors are on the selling-side, dealers raise bond 

yields (positive coefficient). A plausible interpretation of the abovementioned 

reactions can be that bond dealers consider institutional
 
investors as informed, so that 

they contemporaneously adjust their quoted prices to be compensated for bearing a 

higher adverse selection risk. In a sense, it seems that dealers try to participate directly 

in the profits of informed traders.  

On the other hand, bond dealers respond differently when transacting with 

retail investors. In particular, in case retail investors ask to buy a bond, dealers adjust 

upwards their quoted yields (positive coefficient) and so selling at lower prices. 

While, in case retail investors sell a bond, dealers increase quoted bond yields 

(positive coefficient) and so buying at lower bond prices. To state it differently, when 

retail investors buy a bond, bond dealers do not overprice the securities to be sold. 

Whereas, when retail investors sell a bond, bond dealers react to a potential deviation 

from their desired level of inventory, thus, charging retail investors an additional 

premium in their quoted prices. Not surprisingly, though, the coefficient reflecting the 

dealers‟ response to securities sold by institutional investors is about four times higher 

than the respective coefficient for the retail investors. Essentially, highlighting the 

higher adverse selection risk incorporated in the dealers‟ quoting strategies when 

transacting with institutional investors.   

As far as the other independent variables are concerned, they have the 

expected signs. In detail, we can note the following: 

 A decrease in equity returns drives yields upwards, plausibly hinting at 

changes in the financial health of the bond issuer. 
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 Surprisingly, equity volatility changes are not significant in determining 

bond yield changes in any conventional confidence level.  

 The response of dealers in trading liquid bonds is milder relative to the 

illiquid ones, as reflected in the respective dummy coefficients.  

 The higher the maturity, the lower the credit rating, and the lower the 

coupon of a bond, the higher the yield changes, so reflecting the more 

intense dealers‟ response for bonds bearing higher interest rate and credit 

risk. 

  Finally, the coefficient of changes in Net Trade Flow imbalances is 

negative, signaling that increased buying pressure drives yields down 

(prices up), while increased selling pressure drives yields up (prices 

down).  

 

5.3.1.1 Extend a sequential trade model to consider the customer type  

We have identified under Hypothesis 1 that dealers consider under their quote 

adjustment strategies the investor category that their counterparties belong. So, they 

could also assign different probabilities to informed relative to uniformed traders 

subject to their investor category. That is, the parameter regarding the percentage of 

informed traders that dealers incorporate under their pricing processes might not be 

the same across institutional and retail investors, but rather depends on each investor‟s 

type. Hence, we include different probabilities of institutional and of retail traders to 

be informed in the sequential trade model proposed by Easley O‟Hara (1992) (EO) so 

as to develop an extended model (CV).   

We first construct an event tree that considers different probabilities between 

informed retail and informed institutional investors. Then, we use the structure of the 
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tree so as to derive the formulas that dealers employ to determine their Bid and Ask 

quotes. The event tree, presented in Figure 5-1, goes as follows: 

i. There is probability (ζ) that there is an information event and (1-ζ) that there 

is no information event in the market. 

ii. In case of an information event (ζ), there is probability (δ) of bad news that 

would drive the price of the security down (Vd) and probability (1-δ) of good 

news that would drive the price of the security up (Vu). 

iii. There is probability (κ) that an informed trader will arrive and (1- κ ) that an 

uninformed investor will arrive. 

iv. However, there is a different probability of an institutional investor being 

informed (κ1) relative to the probability of a retail investor being informed 

(κ2), where κ1>κ2. 

v. If the investor that arrives is informed, he will decide to trade or not based on 

the information he possesses. In case the investor decides to trade, there is 

50% probability that he will trade with the dealer (TR: Trade) and 50% that he 

will trade with another dealer (LT: Lose Trade). That is, we consider in our 

modeling process two competing dealers that set their quotes in the market.  

vi. Whereas, if the investor is uninformed, there is a 50% probability of being a 

buyer and 50% of being a seller. Furthermore, there is possibility of (ε) that 

the uninformed trader (buyer or seller) will ultimately decide to trade (TR) and 

probability of (1-ε) of not trade (NT: Not Trade). In case the investor decides 

to trade, we assign to each dealer the same probability of being selected by the 

trader (ε/2). 

vii. Finally, when there is no information event (1-ζ), only an uninformed investor 

can potentially trade, with 50% of being a buyer and 50% of being a seller and 
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with a probability of (ε) that the uninformed trader (buyer or seller) will 

eventually decide to trade and probability of (1-ε) of not trade (NT). Similarly, 

we consider that each dealer has the same probability of being selected by the 

trader (ε/2). 

However, whether the extended model (CV – Chalamandaris, 

Vlachogiannakis) outperforms, in terms of the P&L that it generates for the dealers, 

relative to a model that doesn‟t consider the type of the counterparty (Easley O‟Hara 

1992 (EO)) is something that remains open
54

. To this end, we perform a simulation 

exercise for three different market states. In the first population there is no 

information in the market (State: No Info), in the second there is negative news in the 

market resulting in the value of the security to reach Vd at the end of the day (State: 

Vd), while in the third state there is positive news in the market leading in the value of 

the security to reach Vu at the end of the day (State: Vu). Each day we have 200 

different transactions, for which we perform 2000 permutations so as to calculate the 

dealer‟s P&L distribution both with the model developed by Easley O‟Hara (EO) and 

by the extended model (CV).  

We utilize the empirical cumulative P&L distribution so as to assess the 

superiority
55

 of the one model relative to the other. In particular, in Figure 5-2 we can 
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 The detailed equations used under the CV model are presented in Appendix 5.B. 
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 The superiority of the one model relative to the other can be statistically assessed by testing for  

stochastic dominance in their P&L distributions. There are two main types of stochastic dominance. In 

the first order stochastic dominance, event A first order stochastically dominates event B if P(A>x) ≥ 

P(B> x) for all x, or FA(x) ≤ FB(x) where FA and FB represent the cumulative density functions of A and 

B respectively. Whereas, we say that event A second order stochastically dominates event B if they are 
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notice that the Realized P&L generated by the CV model is much higher relative to 

the one generated by EO. The realized P&L pertain to the matched trades during the 

day (i.e. min(number of buys, number of sells)). At the same time, in Figure 5-3, we 

observe that the unrealized P&L of CV is higher than the one by EO. The unrealized 

P&L regards the excess volume that remains in the dealer‟s inventory at the end of the 

day. Finally, in Figure 5-4 we present the histogram based on the empirical 

cumulative distribution function for the total P&L generated by the CV model over 

the model of EO. Our findings indicate that the model of CV over-performs relative to 

EO in terms of the P&L that it generates for the dealer.  

All in all, our analysis points that the a-priory information held by traders is 

not neutral across different investor types, but is rather dependent on each investor 

category. Thus, should a dealer consider a counterparty prejudice cost in his quote 

adjustment process, he will attain a higher P&L relative to the case of not considering 

this type of information at all. 

 

5.3.2. Hypothesis 2: Dealers are right in pre-classifying their clients as 

informed and uninformed  

A question that arises naturally from the previous findings pertains to whether 

dealers are ex-post justified in pre-classifying their clients. That is, to what extent the 

mapping of retail investors as uninformed and of institutional investors as informed is 

indeed linked more often than not with subsequent losses for the former and with 

subsequent gains for the latter. In a sense, the second hypothesis provides evidence for 

                                                                                                                                                                      

singly crossing (i.e. intersect only in one point) with FA(x) ≥ FB(x) for low x and FA(x) ≤ FB(x) for high 

x, so that E(A) ≥ E(B). For a comprehensive analysis of the topic see Cowell (2009). 
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the faultlessness of the dissimilar dealers‟ quoting responses to each investor 

category.  

The diffusion of private information to the corporate bond market occurs via 

the trading process. So, we can reasonably expect that investors utilizing private 

information earn statistically significant excess returns around the day they transact. 

We analyze separately the two distinct time periods determined by the trade day as 

cutoff point. The first period focuses on the excess returns following a trade while the 

second concentrates on the excess returns before the trade day. We consider that these 

two periods are complementary in unveiling the excess returns earned by each 

investor category. Further intuition behind the reasoning for examining both the 

period after and the period before a trade takes place is provided in the next two 

paragraphs via some illustrative examples.  

Consider an informed investor who purchases a bond based on some good 

news for the prospects of a firm. We anticipate the bond to earn a positive return the 

next days, as the private information will be gradually reflected in its price, so 

increasing the gains for the buyer. Similarly, negative news for the outlook of a firm 

is expected to decrease the price of the bond over the next days, as the private 

information will be made public progressively. Thus, an informed investor could 

either avoid this potential negative return by selling any outstanding bond balances in 

his portfolio, or even manage to earn a positive return by shorting that particular bond. 

To this end, we initially structure the analysis in such a way so as to investigate 

whether trades that are initiated by institutional or retail investors on day (t), are 

followed by different cumulative excess returns for the (t+1) up to (t+5) and for the 

(t+30) horizons.  

Recognizing that many investors actively manage their bond portfolios by 
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regularly buying or/and selling securities, it is highly likely that when informed 

investors sell a bond at (t) they do not open a short position, but rather they close a 

long position they hold from the past. By doing so, they are either locking their profits 

(take-profit) in case bond prices have increased over the last days, or they are just 

averting any loses (stop-loss) from a subsequent drop in bond prices. Similarly, 

informed investors can buy bonds whose prices have dropped significantly over the 

last days, as they might think that their current yields more than offset the underlying 

risks. An analysis of the period before the trade day sheds therefore additional light on 

the realized excess returns earned by investors taking a particular position on the trade 

day. For this purpose, we subsequently complement our analysis by investigating 

whether trades that are initiated by institutional or retail investors on day (t), are 

preceded by different cumulative excess returns for the (t-1) up to (t-5) & (t-30) 

horizons.  

 

5.3.2.1 Excess Returns Estimation 

We use, in turn, three distinct approaches for defining corporate bond realized 

excess returns in testing the second hypothesis, each one focusing on a different 

dimension of corporate bond trading. Under the first one, daily excess bond returns 

are calculated over the return of a matched by rating and maturity value-weighted 

portfolio. The second one regards excess bond return over a benchmark risk free rate, 

while the third approach entails the use of aggregate excess returns of the matched by 

rating and maturity value-weighted sub-portfolios as an extra independent variable. 

In particular, excess returns over a matched by rating and maturity value-

weighted portfolio consider the part of an investor‟s return that can be attributed to his 
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credit-picking ability. This methodology is similar to the one used to calculate 

abnormal returns around certain events, like in event studies. The trigger event in our 

study is how concrete trading positions undertaken by different investor categories 

impact on corporate bond excess returns. Our approach also seems appropriate in light 

of the findings by Bessembinder (2009), who performs a comparative analysis of the 

methods used to calculate abnormal returns. He posits that the use of daily data 

(compared to monthly) along with the measurement of abnormal returns over a value-

weighted (relative to equally weighted) benchmark portfolio substantially improve the 

robustness of the statistical tests used for the identification of abnormal returns. 

Excess bond returns over a matched by rating and maturity value-weighted portfolio 

also capture the impact of any macroeconomic announcements, which are expected to 

affect analogously bonds that share similar maturity and credit risk features. Whereas, 

at the same time, the idiosyncratic component of excess returns that is probably 

related with the exploitation of private information remains intact. 

By controlling bond returns for the term and for the default premiums (Fama 

and French 1993), the first approach is aligned with the asset pricing literature, in 

which the estimation of sensitivities (betas) for systematic factors is performed across 

all bonds allocated in the same maturity or/and rating sub-portfolio (Li et al. 2009). 

However, it doesn‟t suffer from the calibration uncertainties of asset pricing models, 

which are related to the estimation of factor loadings (sensitivities). That is, the fact 

that factor loadings are time varying as well as contingent on the length of the rolling-

window used for their calculation. 

According to the second approach, which is the most commonly used in the 

literature, we estimate the excess return for each bond over a benchmark risk free rate. 

This approach considers an all-in type of excess return over the funding cost of 
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investors. Hence, it captures both the returns attributed to investors‟ bond picking 

abilities and systematic trading strategies.   

Finally, the third approach entails the use of aggregate excess returns of the 

matched by rating and maturity value-weighted sub-portfolios as an extra regressor 

for determining excess bond returns over a benchmark risk free rate. Particularly, this 

variable is structured in such a way so as to link the sub-portfolio excess returns with 

the position (buying-side or selling-side) undertaken by each investor category. In a 

sense, we shed light on the significance of investors‟ bond picking abilities or/and 

systematic trading strategies in the formation of the excess returns they earn. 

 The three approached described above for the estimation of excess returns are 

complementary. Indeed, the return of a bond (RB) over the risk free (RF) rate can be 

decomposed into two parts. The first captures the return of the respective market sub-

portfolio (RM) over the risk free rate (RF), reflecting the systematic trading premium 

in bond excess returns. Whereas, the second denotes the return of a bond (RB) over 

the return of the matched by rating and maturity market sub-portfolio (RM), denoting 

the excess returns attributed to investors‟ bond picking skills. Specifically, the excess 

bond return over the risk free rate, as calculated under the second approach, equals the 

excess return of the respective market segment over the risk-free rate, as estimated 

according to the third approach, plus the excess bond return over the respective 

market sub-portfolio, as computed in the first method. That is, (RB - RF) = (RM - RF) + 

(RB – RM). 
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5.3.2.1. Identifying the corporate bond excess returns, over a matched by 

rating and maturity value-weighted portfolio, earned by institutional and 

retail investors 

The returns earned by each investor category can be considered as being 

proportional to the level of the private information it possesses. Provided that dealers 

are right, we expect the realized excess returns earned by each investor group to vary. 

In discriminating between dealers‟ clients, we use separate dummies for capturing the 

returns generated by the buying-side relative to the selling-side traded flows. This 

way, any fixed premiums are directly linked to the positions undertaken by each 

investor group. Considering that the corporate bond excess returns might require some 

days before appearing in the market, we examine the cumulative excess return for 

each bond after the trade day (t) up to t+1, t+2, t+3, t+4, t+5 & t+30 horizons. This 

approach reveals whether certain investors select bonds that consistently over-perform 

during the next days, while at the same time captures cases where limited market 

liquidity results in a slower price adjustment to new information,  which decelerates 

the excess returns generation process.   

In testing H2 we perform a total of 12 regressions. Specifically, we examine 

separately the excess returns earned by each investor category
56

 (x 2 models) over the 

t+1 up to t+5 & t+30 horizons (x 6 models). We present below the regression 

equations for each investor category and for the case in which the dependent variable 

is the excess bond returns over the matched by rating and maturity sub-portfolio in the 

(t+1) horizon. The remaining equations include the same regressors, while the 

dependent variable is changed to reflect each horizon examined. 

                                                           
56

 This approach is required so as to avoid multicollinearity 
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 Institutional Investors 

                                                                

                                                         

                                                          

                                             

Retail Investors 

                                                                

                                                         

                                                          

                                                

(Equation 2) 

 Seeing that the number of ISINS is almost five times the number of issuers, it 

may be that some issuers dominate the sample. For this reason, we employ a panel 

data analysis with cluster robust standard errors so as to allow for any correlation 

among the bonds of the same issuer. Specifically, we adjust the standard errors for the 

case that observations are independent across issuers but not necessarily within each 

issuer. Last, we utilize a random effects GLS estimator
57

 to produce a matrix-

weighted average of the between and within estimates, so capturing any non-

observable heterogeneity among the firms in our sample.  

Our results for the t+1 horizon suggest that the models are overall highly 

statistically significant (Prob > X
2
 equals  0) with an explanatory power around 6%, 

as indicated by the R-squared, which decreases as we consider cumulative excess 

                                                           
57

 Breusch and Pagan Lagrangian multiplier test indicate that random effects are preferable. 
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returns over longer horizons. In table 5-4 we present the detailed output of the 

regression analysis for the t+1 horizon. The signs
58

 for the investor category dummy 

coefficients indicate that institutional investors do gain, while retail investors do lose 

for this horizon. Thus, providing some preliminary evidence that dealers correctly 

pre-classify their clients as informed and uninformed. 

We can also note in table 5-4 that higher transaction flow imbalances are 

followed by higher positive excess bond returns for the buying side trades and by 

higher negative excess bond returns for the selling side trades. That is, excess buying 

and selling volumes drive upwards and downwards bond prices respectively. As 

posited by market microstructure theory, dealers adjust their quoted prices to reflect 

the direction of the trade, in line with the results of Li et al. (2009). 

Regarding the positive coefficients for the lagged equity returns, they indicate 

that corporate bond excess returns accommodate for any news in the equity market. In 

particular, positive (negative) equity returns lead to increased (decreased) bond prices 

and so positive (negative) excess bond returns. The coefficient for equity returns 

volatility is negative and significant at the 10% confidence level. That is, increased 

volatility, reflecting heightened uncertainty, drives bond prices downwards so that 

negative bond returns are generated. All in all, our results imply a news transmission 

process from the equity to the bond market, as lagged equity market variables are 

                                                           
58

 In interpreting the coefficients of the investor-specific dummy variables, the following have to be 

considered. A positive coefficient indicates a positive excess bond return (positive premium) that arises 

from an increase in the bond price, denoting a gain for the buyer and a loss for the seller of the bond. 

On the other hand, a negative coefficient shows a negative excess bond return (negative premium) that 

stems from a decrease in the bond price, signifying a gain for the seller and a loss for the buyer of the 

bond. 
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significant in determining excess bond returns. 

 The negative relation between liquidity score and excess returns verifies the 

smaller premiums required by investors transacting on highly liquid bonds. To state it 

differently, investors demand an illiquidity premium in the form of an additional 

excess return so as to invest in less liquid bonds. 

Certain static bond characteristics also affect corporate bond excess returns. 

On the one hand, the higher the coupon and the age the higher the excess bond 

returns. Higher coupon bonds provide a higher return for their holder, while more 

aged bonds usually carry a higher return so as to compensate investors for higher 

illiquidity. On the other hand, the negative coefficients of the variables related to the 

“Domestic” and to the “Market” dummies, confirm that the risk of debt issued in the 

domestic country or by public firms is more easily monitored by the bondholders. 

Seeing that the pricing of these bonds entails less asymmetric information, lower 

excess returns are anticipated. Finally, the positive coefficient for the dummy related 

to bonds issued by “Financial” firms suggests the presence of a fixed premium in the 

excess returns of financial firms. Seeing the closer interconnectedness of financial 

relative to non-financial firms with the global money and capital markets, investors 

have to be compensated for undertaking higher systematic risk.  

In table 5-5 panel A1 we present only the coefficients of the dummy variables 

that capture the cumulative excess returns (fixed premiums) for each investor 

category along all the time horizons examined. For institutional investors our results 

suggest that they consistently benefit when they buy a bond in all the horizons 

examined as well as when they sell a bond for horizons t+1 up to t+3 & t+30. In 

particular, the positive coefficients in the former case and the negative coefficients in 

the latter one, denote a price increase (benefiting the buyer) and a price decrease  
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(benefiting the seller) respectively. Institutional investors appear to be on the 

“correct” side of the market more often than not, reflecting the privileged information 

they have access to. Thus, verifying the dealers‟ conception that they are indeed the 

value traders in the market.  

Regarding retail investors, they consistently lose for almost all the horizons 

examined. Specifically, when retail investors buy a bond its price subsequently 

decreases, while when they sell a bond its price afterwards increases. Retail investors 

are mainly utilitarian traders that are driven by private value considerations, while at 

the same time they are the ultimate counterparties of informed investors via the 

dealers‟ intermediation. As dealer‟s strategy predicted, retail investors appear to be on 

the “wrong” side of the market more often than not. Thus, the dealer‟s perception that 

they are noise traders is once again confirmed. 

Our results provide evidence that the transaction flows placed by different 

categories of investors are directly linked to the ex-post excess returns that each group 

realizes. In a sense, the existence of different access levels to “privileged” 

information, among different investor groups in the corporate bond market, is justified 

on the grounds of the different excess returns earned by each investor group.  

Investors that manage actively their bond portfolios by buying or/and selling 

securities may not open a short position when selling a bond, but rather they may 

close a long position they held from the past. To this end, we further test for the 

existence of any fixed premiums in the corporate bond excess returns before a trade 

takes place. That is, we explore for a bond‟s preceding excess returns along the t-1 up 

to t-5 and the t-30 horizons before the trade day. 

  The specifications we employ so as to test for investor-type premius before a 
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trade takes place are similar to the ones under equation (2), except that the dependent 

variable is now referring to the horizons before the trade day. Our results, presented in 

table 5-5 panel A2, indicate that retail clients appear to buy bonds the prices of which 

have increased over the previous day. Specifically, the statistically significant positive 

coefficient for the t-1 horizon implies that there is a positive premium in the prices of 

the bonds bought by retail investors at (t), possibly reflecting their expectation for a 

further bond price increase over the next days. Furthermore, retail investor appear to 

sell bonds the prices of which have decreased over the t-3 up to t-5 periods, possibly 

deciding to close their positions at a cost . In particular, the negative coefficients for 

the t-3
59

, t-4
60

 and t-5 horizons reflect the decrease in the price of bonds sold by retail 

investors at (t). Overall, the returns of the retail investors exhibit a negative 

correlation with realized bond returns before their trade, thus, justifying the 

characterization of “uninformed”.  

On the other hand, the returns of institutional investors are positively 

correlated with realized bond returns before their trade. That is, they benefit by 

buying bonds the prices of which have decreased during the t-1 up to t-2 horizons and 

by selling bonds the prices of which have increased over the t-3 up to t-5 horizons. 

Essentially, institutional investors buy bonds in decreased prices while locking their 

profits by selling the bonds they have in their portfolios at increased prices. To sum 

up, institutional investors profit from the preceding realized bond returns before their 

trade, confirming once again that they are the informed ones in the market. 

All in all, our findings both for the periods before and after the trade day 

                                                           
59

 Marginally insignificant at the 10% confidence level. 

60
 Significant at the 10% confidence level. 
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suggest that institutional investors consistently benefit whereas retail investors 

consistently lose.  

 

5.3.2.2. Identifying the corporate bond excess returns over the risk-free rate 

earned by institutional and retail investors 

In this sub-section we repeat the analysis described above, but this time we 

calculate excess returns over the risk free rate and not over a matched by rating and 

maturity value weighted portfolio. Implicitly, this approach takes into account an all-

in type of excess return over investors‟ funding cost. We also include in the model 

additional explanatory variables related to the maturity and the credit ratings of each 

bond, as the dependent variable is not somehow “adjusted” to reflect any 

differentiation in their impact. Our results pertaining to the excess returns enjoyed by 

each investor category across all the horizons examined are presented in table 5-5 

Panels B1 & B2. Overall, our findings remain qualitative the same with the ones 

under section 5.3.2.1, verifying once again that informed investors earn more often 

than not while uninformed investors lose more often than not both in subsequent and 

preceding horizons around the trade day. 

 

5.3.2.3. Identifying the corporate bond excess returns stemming from 

systematic trading strategies, earned by institutional and retail investors  

In this subsection we test whether the excess returns earned by various 

investors can be attributed not only to their bond picking abilities, but also to their 

systematic trading strategies. In particular, we examine whether certain investor 

categories do earn statistical significant excess returns via the trading of corporate 
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bonds that belong to market segments that share similar maturity or/and credit rating 

characteristics. It is not uncommon for institutional investors to adopt an investment 

strategy oriented towards trading bonds with specific credit rating or/and maturity 

profiles, rather than focusing on particular bonds. Such a strategy is less costly to 

implement since it entails an analysis of the overall macroeconomic conditions rather 

than of a particular bond issuer. Moreover, it enables investors to create diversified 

portfolios with small “name” concentration. Hence, it is more often than not preferred 

by investors who want to get exposed to a particular market segments without being 

over-exposed to single names.  

Taking all the above into account, we include into the set of regressors a new 

variable that combines the excess return of the matched by rating and maturity value 

weighted benchmark sub-portfolio (          with the position undertaken by each 

investor category. That is, it takes the value of the sub-portfolio excess return over 

risk free rate for the horizon examined in case a certain investor category traded at (t), 

else it is set to zero. The coefficient of this variable serves as an indicator for the 

magnitude of excess returns enjoyed by each investor category that are driven by the 

returns of the respective market segment. Both the market excess returns slope 

dummy coefficients as well as the investor category fixed effect dummies are 

presented in table 5-5 Panel C for all time horizons examined. We next present the 

respective equations for the t+1 horizon. 

Institutional Investors 
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Retail Investors  

              

                                             

                                   

                                                    

                                                        

                                                           

                                                     

(Equation 3) 

The excess returns earned both by institutional and retail investors are 

positively related to the returns of the relevant sub-portfolio, as indicated by the 

statistical significant positive coefficients in almost all horizons examined.  Not 

surprisingly, the part of the excess returns earned by institutional investors that is 

attributed to systematic trading is much higher compared to retail investors. In 

particular, the coefficients capturing the influence of the sub-portfolio returns are 

much higher for institutional than for retail investors, indicating the higher 



248 

 

dependence of institutional investors' returns on the returns of the respective market 

segments. For example, the excess returns earned by institutional investors have a 

market sub-portfolio sensitivity of 0.57 in the (t+2) horizon, while for the retail 

investors the respective sensitivity coefficient is only 0.34.  

Institutional investors pursue both diversifications and superior returns. This is 

to be expected because their trades include both market-neutral and index tracking 

strategies. On the other hand, retail investors do not even follow systematic trends. 

Specifically, the bond picking strategies of retail investors confirm that they lose both 

in buying and in selling up to (t+2) horizon while keep losing when they buy up to 

(t+5) horizon. However, they earn positive excess returns when selling for the (t+3) 

up to (t+5) horizons, possibly reflecting their lagged response in falling markets.   

From another perspective, we examine the decision making process of 

different market participants. That is, we investigate how realized excess bond returns 

affect the probability of a trade being initiated by each investor category. To this end 

we perform a random-effects logistic regression in which the dependent variable is a 

dummy indicating the dominant investor category. The independent variables include 

bond-specific and market sub-portfolio excess returns along with a series of bond 

specific attributes. The analysis is performed over a series of horizons (h) that cover 

the period both before and after the trade day. Below we present the respective 

equations for retail investors‟ buying and selling side trades in the t+h horizon. 

Retail Investors  
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where h = -5, -4, -3, -2, -1, +1, +2, +3, +4, +5, reflects the number of days included in 

the calculation of cumulative excess returns relative to the trade day [before (-) or 

after (+)]. 

(Equation 4) 

Our results, presented in table 5-5 panels D1 and D2, indicate that bond 

purchases by institutional investors are associated, more often than not, with 

subsequent positive excess returns for the underlying bonds, so that institutional 

investors appear to be the informed in the market. In particular, the higher the excess 

returns of a bond or/and of the market sub-portfolio following the trade day (panel 

D1), the higher the probability of an institutional investor to be the dominant buyer at 

(t). Whereas, we identify no such a relation for retail investors, so we confirm their 

characterization as uninformed. Retail investors neither consistently buy the bonds the 

prices of which increase nor their trading patterns are affected by market returns. The 

respective coefficients for retail investors are either not statistically significant or 

much smaller in magnitude relative to the ones for institutional investors.  

As far as the selling side trades following the trade day is concerned, our 

results confirm once again the asymmetry in the information held by institutional 

relative to retail investors. We find that the more negative the excess returns for a 

bond and for the market sub-portfolio, the higher the probability both for an 

institutional and for a retail investor to be the dominant seller at (t). However, the 

coefficients for institutional investors are in most cases much higher in magnitude and 
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in statistical significance relative to the ones for retail investors, signaling once again 

that subsequent bond specific and market segment excess returns are indeed linked to 

the institutional investors‟ trading behavior at (t). 

During the period before the trade day (panel D2), institutional investors 

appear to offer liquidity while retail investors often seem to buy liquidity following 

the momentum. In particular, the buying side trades of institutional investors are 

affected only by bond specific returns, reflecting again that they buy bonds the prices 

of which have decreased over the previous days. Whereas, retail investors appear to 

buy bonds in market segments the prices of which have increased over the previous 

days, possibly expecting an even higher subsequent price rise. Regarding the selling 

side trades before the trade day, our results suggest that both institutional and retail 

investors somehow attempt to lock their profits. That is, we observe that the more 

positive the excess returns of a bond and of the market sub-portfolio for the t-3 up to 

t-5 horizons, the higher the probability both for an institutional and for a retail 

investor to be the dominant seller at (t).  

 All in all, the analysis in the last 3 subsections verifies that dealers are indeed 

right in identifying retail investors as noise traders and institutional investors as value 

traders, as the former consistently lose while the latter consistently benefit around the 

trade day. 

 

5.3.3. Hypothesis 3: What happens to the dealers? Does this strategy enhance 

their profits? 

What matters the most for the dealers is neither the profits nor the losses of 

their clients, but rather the potential impact of their quote-setting strategies on their 
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own daily P&L. The efficient quote-setting strategy leads to the fast discovery of the 

supply-demand equilibrium. The faster this happens, the lower is the cost that dealers 

will have to pay to informed traders. Theory says that dealers lose to the informed 

traders and receive their compensation from the uninformed. Indeed, the effects of the 

dealers‟ pre-classification strategy on their daily P&L are not easy to guess. Dealers 

may lose part of their bid/ask spread by overreacting to uninformed orders of traders 

they have pre-classified as “informed”. If this is the case, pre-classification will be 

damaging to the dealers‟ P&L and makes no sense. However, it may be that by 

distinguishing their clients into informed and uniformed categories in a correct way 

more often than not, they obtain part of the information premium the value traders 

enjoy. To this end, we study under the third hypothesis whether the pre-classification 

strategy that dealers follow improves their daily P&L or not.   

In testing the third hypothesis we have to compare the realized dealers‟ P&L 

margin relative to the P&L margin that the dealers would have earned in case they 

had responded to all investors as if they were uninformed (retail). In other words, 

should the dealers had not followed an a-priory classification of their clients as 

informed and uninformed, but rather considered all of their clients as uninformed, 

what would have been their P&L. To get an estimate of the dealers‟ P&L we 

implement the following approach. Given the large cross sectional dimension of our 

sample, we can assume without material loss of precision that all trades are executed 

at the average price
61

 between their opening and their closing price on a given day. 

Multiplying the price change by the net daily volume for a given bond we get the 

                                                           
61

 This assumption results into a conservative estimate for the dealers‟ daily P&L, since it is possible 

that dealers might trade all the volume in the closing price (one-off quote adjustment) in cases they are 

faced by informed investors asking for trading high volumes.  
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dealers‟ daily P&L. Next, we divide the daily P&L for each bond for which there is a 

trade on a given day by the gross volume traded to derive an estimate of the dealers‟ 

P&L margin for each bond. Finally, we average all the daily P&L margins for all 

bonds available in the sample to end up with the dealers‟ average P&L margin per 

bond issue
62

.  

Our results, exhibited in table 5-6, show that dealers‟ all-sample mean P&L 

margin amounts to 4.7 b.p. with a median of 0.84 b.p.. Furthermore, we can note that 

the P&L margin extracted from institutional investors (6.5 b.p.) is higher than the all-

sample mean P&L margin, signaling the dealers‟ higher adverse selection risk charges 

to the investors they classify as informed.  

 The P&L margin in case dealers had responded to all investors as if they were 

uninformed (retail) can be estimated by the following steps:  

i. Estimate the regression under H1 (Equation 1)  so as to get the residuals 

(      ). 

 

                                                           

                                             

                                             

                                                   

                                                 

                                                    

                                              

                                                           
62

 We didn‟t use volume-weights in our calculation of the average, because this would likely produce 

biased estimates towards few large issues. 
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These residuals reflect the unexplained part of the model, that is, the part 

of the yield changes that cannot be attributed to the explanatory variables 

employed. 

ii. Consider that all investors in the sample are uninformed (retail) by:  

a) Using the values for the dummies referring to informed investors 

(institutionals) along with the dummies for uninformed investors 

(retail). That way, we apply the dealer‟s sensitivities (i.e. 

regression coefficients) of uninformed investors (retail) to the 

informed investors (institutionals) as well. 

b) Setting all the values of the dummies referring to informed 

investors (institutionals) to zero, so as for the sensitivities of 

informed (institutional) investors not to be applied to any investor 

category.  

iii. Estimate the projected bond yield changes       
      using equation 1, 

while considering the amendments in the values of the investor category 

dummies described under step (ii).  

iv. Generate the total bond yield change         by summing the unexplained 

part of the regression under H1 (step (i)) and the explained part of the 

regression as if all investors were uninformed (step (iii)). 

                   
     

v. Multiply the total bond yield change by the modified duration (MD), by 

the bond price at t-1 (Pt-1) and by the net volume at (t) and divide the 

product by two, which accounts for the fact that all trades are considered to 

be executed at their average price between their opening and their closing 

price for a given day, so as to derive the dealers‟ P&L for each bond. 
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vi. Then, divide the daily P&L for each bond (step (v)) by its gross volume 

traded so as to calculate the daily P&L margin. 

                
      

               
   

vii. Finally, average all the daily P&L margins for all bonds to get the all-

sample average P&L margin as if the dealers considered all investors as 

uninformed. 

Our results, presented in table 5-6, reveal that in case dealers had considered 

all investors as being uninformed, they would have earned an average and a median 

profit margin of only 0.87 b.p. and -0.04 b.p. respectively, against the much higher 

realized mean and median profit margins that amount to 4.7 b.p. and 0.84 b.p. 

respectively. Therefore, our analysis provides evidence that indeed the a-priory 

classification of investors as informed and uninformed proves to be profitable for the 

dealers. Furthermore, we also present in table 5-6 the dealers‟ median and mean P&L 

margin for transacting with institutional investors. Not surprisingly, the dealers‟ P&L 

margin is higher when institutional investors are on the selling-side, reflecting the 

higher compensation that the dealers require for bearing a higher adverse selection 

risk. 

 

5.3.4. Hypothesis 4: Dealers dominate the public information profits 

Dealers profit by following a pre-classification strategy of their clients, 

though, the volatility in their daily P&L is found to be rather high. Seeing that 

dealers‟ profits are not uniformly distributed across their bond trades, it might be the 



255 

 

case that dealers‟ profits are rather concentrated around trades executed under certain 

conditions. In other words, it might be the case that dealers do earn above their 

average P&L margin when trading under conditions for which they have a 

competitive advantage over investors.  

New information can be either publicly announced or private. The former can 

pertain either to a macroeconomic (Green 2004, Brenner 2005, Pasquariello 2007) or 

to a firm-specific announcement. Whereas, the latter can stem from asymmetric 

information (Fricke 2011, Li et al. 2009, Lyons 2001) or from heterogeneity in the 

decoding of publicly available information (Brandt 2004, Green 2004) or from 

particular security characteristics that an investor prefers (clientele effect) compared 

to another security of similar risk. Publicly announced information is continuously 

flowing into the market, spurring market participants in continuously updating the 

prices they are willing to pay or to ask for buying or selling a security respectively. 

Dealers are continuously monitoring the markets and are experienced enough so as to 

interpret almost faultlessly any new public information, so that they may have a 

competitive advantage over other market participants. Indeed, being the market 

makers, we expect that dealers are the fastest and most efficient news-traders. As 

such, we anticipate that they are the ones benefiting most from the trades propelled by 

public information releases. To this end, we are developing the forth hypothesis so as 

to explore whether the dealers do indeed earn more on the days of public news 

releases.   

To put our hypothesis into test, we need to define what the “news” events are 

in our sample. We define as public information events all the trades the direction of 

which can be observed in isolated days. That is, single-day buys and single-days sell 

followed by the opposite direction on the next day. Furthermore, in order for a public 
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information event to be classified as such we also require that the traded volume 

exceeds the average trading volume for that particular security, that is, we require that 

the abnormal volume is positive. Those trades are captured in our analysis through the 

use of a fixed effect dummy variable named DM single trade. We acknowledge that 

those trades are most likely motivated by public information, though, with possibly a 

few utilitarian trades contaminating them. However, the prerequisite for a higher than 

average volume in order for a day to be classified as a “news” day, precludes from the 

news identification process all these days in which retail investors, which are mostly 

driven by exogenous to the market considerations, dominate the market by trading at 

lower than average volumes.   

We also define as public information all those sequences of unidirectional 

trades of which the magnitude of the yield change registered on that first day is larger 

than the magnitude of the cumulative yield change registered over the following days 

of the sequence. The idea is that whenever public information is released, day (t) is 

news trading, i.e. trading on the direction of the news. We expect this pattern to be 

especially prevalent in illiquid bonds, causing large price adjustments. During the rest 

of the days, (t+1) up to (t+N), value traders and arbitrageurs speculate about the exact 

level of the new, updated price. This fine-tuning is not of such a high interest for the 

dealers, thus, we expect that dealers winning on the first day of a sequence and 

perhaps losing little after that. The first day of a sequence is captured in the analysis 

through the use of a fixed effect dummy variable named DM Γyield 1
st
 day, while the 

remaining days of the sequence are captured by a fixed effect dummy named DM 

Γyield rest. 

Before moving in formulating a model specification so as to test the 

hypothesis, we present some summary statistics of the dealers‟ P&L margin on those 
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“news” days. In table 5-7 we present the median and mean P&L margin for each one 

of the abovementioned news days. Our results indicate that the dealers realize indeed 

a higher than their average profit margin both in the single trade days (7.1 b.p.) and in 

the days in which yield change registered on that first day is larger than the magnitude 

of the cumulative yield change registered over the following days of a sequence (17.6 

b.p.). Whereas, as expected dealers make a relatively small loss on the rest days of a 

sequence (-2.2 b.p.). We also apply a simple t-statistic so as to verify that the mean 

P&L margin is indeed statistically different from zero, and that it is significantly 

positive for the first and the second case while it is significantly negative in the third 

case. Overall, the simple summary statistics‟ analysis provides preliminary evidence 

for the dealers dominating the public information profits, as their P&L margin 

significantly increase in these “news” days.  

We next proceed in testing the forth hypothesis by developing an econometric 

model for the determinants of the dealers‟ P&L. The dependent variable is the daily 

P&L margin (PL) for each bond traded, which is calculated as described under section 

5.3.3. The independent variables we employee include both static and volume related 

bond characteristics, equity specific variables as well as the aforementioned “news” 

days dummies defined above. These “news” day dummies capture premiums in the 

dealers‟ P&L margin attributed especially to those public information days, so that 

their sign and statistical significance will confirm or refute our forth hypothesis. We 

use panel data analysis to estimate the equation presented below: 
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(Equation 5) 

Our results, presented in table 5-8, suggest that dealers dominate public 

information profits since both the “Single Trade” and the  “Γyield 1st day” dummy 

coefficients are positive and highly statistical significant. In other word, our results 

indicate that dealers do earn more than their mean P&L margin on these public news 

days, thus, suggesting that they act as the news traders in the market. As anticipated, 

dealers lose on the rest days of a sequence following a news trade, since they do not 

participate in the fine tuning process pertaining to the determination of the exact level 

of the updated bond‟s price. Overall, Wald X
2
 indicates that the model is overall 

highly statistical significant with an explanatory power of 4.8%. Our findings also 

point that dealers profit less for higher credit quality bonds, whereas, they profit more 

for longer maturity bonds. Not surprisingly, the dealers‟ less intense quote 

adjustments when trading in highly liquid bonds results into a smaller profit margin. 

In particular, the negative coefficient of the outstanding amount and of the liquidity 

score reflect the lower premium required by the dealer for trading in liquid bonds. In a 

sense, liquid bonds lead to a more intense competition. 
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5.4.  Robustness checks  

In view of the large cross sectional dimension of our dataset, the use of the 

Fama-MacBeth (1973) algorithm will ensure that any correlation across issuers 

included in the panel haven‟t affected the robustness of our results. This two-stage 

process involves performing cross sectional regression analysis for every single day in 

the first step, and subsequently averaging the estimated coefficients across time. Our 

results remain qualitative the same and none of our conclusions is changed. 

 

5.5.  Conclusions  

We study a large cross-sectional dataset of investment grade corporate bonds 

that ranges from January 2012 up to June 2013 and includes daily bond level market 

data coupled with a wide range of bond specific attributes. Our findings verify that 

any adverse selection risks are indeed incorporated into dealers‟ price discovery 

process by contemporaneously adjusting their quotes to capture the level of potential 

private information possessed by various investors. Particularly, our analysis suggests 

that bond dealers do utilize the information pertaining to the investor category of their 

counterparty, thus, a-priory classifying their clients into informed (institutional) and 

uninformed (retail) so as to update their expectations regarding the price of a security, 

and so, share in the value traders profits. We theoretically support our findings by 

extending the Easley O‟Hara model (1992) so as to incorporate the customer type in 

the quote setting strategy followed by the dealers. Our simulation exercise implies 

that the extended model (CV) outperforms relative to EO, in terms of the P&L that it 

generates for the dealers.  

Our empirical analysis also unveils that dealers are right in pre-classifying 



260 

 

their customer as informed and uniformed, since institutional investors appear to be 

on the “correct” side of the market more often than not, while retail investors appear 

to consistently lose in the time horizons examined. Furthermore, we find that the 

dealers‟ P&L margin is significantly improved by following this a-priory 

classification strategy relative to a simplistic strategy that would treat all investors as 

uniformed. Last but not least, our results denote that dealers dominate the public 

information profits, being unequivocally the fastest and most efficient news traders. 
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5.6.  Tables of Results 
 

Table 5-1: Country, sector & credit rating profile of our sample   

Panel A 

  
Panel B 

 

Country 

Numb. 

Of 

Issuers 

Percentage of 

Observations 

(%) 
 

Sector 

Numb. 

Of 

Issuers 

Percentage of 

Observations 

(%) 

Australia 7 0.52 

 

Banks 86 18.88 

Belgium 4 0.99 

 

Basic Industries 50 7.20 

Brazil 7 0.68 

 

Capital Goods 39 4.19 

Canada 29 4.14 

 

Consumer 70 10.42 

Switzerland 14 1.67 

 

Diversified 3 0.53 

Chile 2 0.02 

 

Energy 74 9.81 

China 4 0.05 

 

Healthcare/Pharmaceuticals 54 9.85 

Colombia 2 0.18 

 

Insurance 44 7.20 

Germany 2 0.41 

 

Media Entertainment 21 6.04 

Denmark 1 0.01 

 

Property Real Estate 23 1.53 

Spain 1 0.04 

 

Retail 31 6.81 

France 10 1.07 

 

Technology 44 7.68 

United Kingdom 13 2.72 

 

Telecoms 14 4.99 

Greece 1 0.01 

 

Transportation 14 2.11 

Ireland 2 0.22 

 

Utilities 34 2.77 

Israel 4 0.26 

 

Grand Total 601 100.00 

Italy 1 0.02 

    Japan 3 0.27 

 
Panel C 

 
Mexico 6 0.90 

 
Credit Rating 

Numb. 

Of 

ISINs 

Percentage of 

Observations 

(%) Netherlands 6 0.45 

 Norway 2 0.42 

 

AAA 16 1.17 

Sweden 3 0.16 

 

AA 59 7.07 

United States 474 84.79 

 

A 2,095 37.16 

Other 3 0.01 

 

BBB 609 54.60 

Total 601 100.00 

 

Total 2,779 100.00 

Panel A, Panel B and Panel C of Table 5-1 present the country, sector and the credit rating profile of 

our sample respectively. There are 394,675 observations in our sample covering the period from 

January 2012 up to June 2013. Our sample contains investment grade corporate bond data of firms 

located in 26 countries. 
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Table 5-2: Descriptive statistics of variables 

  

Excess return   
Yield 

change (%) 
  Coupon (%)   

Outstanding 

amount 

(in mio) 

 Mean -0.000041 

 

-0.0025 

 

4.89 

 

966.47 

 Median -0.000111 

 

-0.0025 

 

5.12 

 

750.00 

 Maximum 0.227550 

 

2.6600 

 

10.20 

 

5,545.00 

 Minimum -0.240110 

 

-4.2200 

 

0.45 

 

300.00 

 Std. Dev. 0.005361 

 

0.0948 

 

1.76 

 

692.21 

 Skewness 0.787030 

 

-0.8484 

 

-0.16 

 

1.98 

 Kurtosis 106.11 

 

68.2954 

 

2.74 

 

7.97 

 Observations 388,805 

 

388,805 

 

388,805 

 

388,805 

        

 

Age 
 

Liquidity 

score  

Debt to market 

capitalization  

Net trade flow 

imbalance  

 Mean 3.38 

 

14.16 

 

1.38 

 

0.0074 

 Median 2.55 

 

14.37 

 

0.38 

 

0.0000 

 Maximum 23.60 

 

16.10 

 

36.97 

 

1.0000 

 Minimum 0.01 

 

8.33 

 

0.00 

 

-1.0000 

 Std. Dev. 3.10 

 

1.43 

 

2.98 

 

0.8356 

 Skewness 1.83 

 

-0.82 

 

4.20 

 

-0.0039 

 Kurtosis 8.00 

 

3.53 

 

26.47 

 

1.3025 

 Observations 388,805   388,805   388,084   388,805 

 In table 5-2 we display descriptive statistics for the variables that are used in the analysis whether 

included as dependent or as independent variables. Our sample contains 388,805 observations covering 

the period from January 2012 up to June 2013. 
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Table 5-3: Dealers' yield change response 

Random-effects GLS regressions with robust cluster standard errors 

Number of obs: 267,632 

 Num. of groups: 2,703 

 
Wald X

2
 / Prob >  X

2
 :  2592.81 / 0 

 
Overall R

2 
: 8.6% 

 
Δyield (t) 

Coefficient 

( x 100) 

z-

statistics 
p-value 

 

Coupon -0.0767 -3.29 0.001 

 Outstanding Amount 0.0265 0.50 0.618 

 Financial -0.3002 -5.56 0.000 

 Age -0.0040 -0.32 0.748 

 Coc 0.0808 1.27 0.203 

 Domestic 0.1422 2.11 0.035 

 Euro area -0.1297 -1.21 0.227 

 Market -0.0136 -0.05 0.963 

 Secured -0.8584 -1.24 0.215 

 Seniority -0.0490 -0.31 0.756 

 Remaining Maturity 0.0171 6.81 0.000 

 Rating AAA 0.3154 2.57 0.010 

 Rating AA 0.3741 2.56 0.011 

 Rating A 0.4421 2.42 0.016 

 Liquid Bond - Buy side 0.9734 9.23 0.000 

 Liquid Bond - Sell side -0.7065 -8.07 0.000 

 Γ(EqVolat)(t-1) 0.0083 0.35 0.730 

 Γ(EqVolat)(t-2) 0.0175 0.89 0.372 

 Γ(EqVolat)(t-3) -0.0296 -0.97 0.331 

 EqRet(t-1) -0.1791 -4.12 0.000 

 EqRet(t-2) -0.1042 -6.12 0.000 

 EqRet(t-3) -0.1247 -5.68 0.000 

 Γ(Net Trade Flow Imbalance) -1.5191 -21.61 0.000 

 Institutional (Buying-side 

volume) -0.1095 -7.99 0.000 

 Institutional (Selling-side 

volume) 0.1712 15.58 0.000 

 Retail (Buying-side volume) 0.0671 3.62 0.000 

 Retail (Selling-side volume) 0.0425 3.29 0.001 

 Constant -0.8227 -1.88 0.061   

ζ (u) 1.6%       

ζ (e) 8.4% 

   ξ 3.6%       

Table 5-3 illustrates the determinants of yield changes. The regressors include static bond 

characteristics, bond level liquidity, lagged volatility changes, lagged equity returns as well as changes 

in net trade flow imbalances. Furthermore, dummies that combine the dominant investor category 

along with the direction and the logarithm of the traded volume are also included so as to unveil any a-
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priory adjustments that a bond dealer might consider when transacting with a given investor category. 
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Table 5-4: Excess returns earned by different investor categories 

Random-effects GLS regressions with robust cluster standard errors 

 

 

Institutional 
 

Retail 
 

Number of obs: 316,250 

 

316,250 

 Num. of groups: 2,718 

 

2,718 

 
Wald X

2
 / Prob >  X

2
 :  3517.71 / 0 

 

3679.65 / 0 

 
Overall R

2 
: 6.0% 

 

6.1% 

 
Excess Returns (t+1) 

Coefficient 

( x 10.000) 

z-

statistics 
p-value 

 

Coefficient 

( x 10.000) 

z-

statistics 
p-value 

 

Coupon 0.2200 2.39 0.017 

 

0.2190 2.36 0.018 

 Outstanding Amount 0.2790 1.08 0.280 

 

0.3910 1.51 0.132 

 Financial 1.6570 4.71 0.000 

 

1.6890 4.72 0.000 

 Age 0.3750 4.12 0.000 

 

0.3680 4.04 0.000 

 Coc -0.1140 -0.41 0.685 

 

-0.0993 -0.35 0.723 

 Domestic -1.7980 -3.47 0.001 

 

-1.7340 -3.35 0.001 

 Euro area -0.5940 -0.93 0.353 

 

-0.5670 -0.91 0.364 

 Market -5.0940 -2.20 0.028 

 

-4.8030 -2.04 0.041 

 Secured 3.4830 1.23 0.218 

 

3.2950 1.15 0.250 

 Seniority 0.2320 0.16 0.876 

 

0.0874 0.06 0.953 

 Liquidity Score -1.4270 -11.72 0.000 

 

-1.4480 -11.72 0.000 

 Abnormal Volume 0.4300 5.28 0.000 

 

0.4140 5.15 0.000 

 Equity Volatility -0.0486 -1.98 0.048 

 

-0.0466 -1.90 0.057 

 EqRet(t) 2.1780 7.54 0.000 

 

2.1810 7.57 0.000 

 EqRet(t-1) 1.3900 7.72 0.000 

 

1.3910 7.68 0.000 

 EqRet(t-2) 0.9980 10.73 0.000 

 

1.0010 10.72 0.000 

 EqRet(t-3) 0.6640 5.64 0.000 

 

0.6600 5.69 0.000 

 Net Trade Flow Imbalance 6.6430 17.10 0.000 

 

19.8210 50.12 0.000 

 Dominant Buyer 13.8360 18.01 0.000 

 

-16.4710 -18.62 0.000 

 Dominant Seller -8.3250 -14.64 0.000 

 

11.0090 19.48 0.000 

 Constant 20.0000 5.52 0.000   21.9670 5.80 0.000   

ζ (u) 0.1%       0.1%       

ζ (e) 0.6% 

   

0.6% 

   ξ 2.2%       2.2%       

Table 5-4 reports the coefficients for the variables that are examined as potential determinants of 

corporate bond excess returns. The independent variables include both static bond characteristics as 

well as market based indicators. Furthermore, we have introduced dummies to accommodate for any 

differentiation in the impact of net traded flows placed by different investor categories on corporate 

bond excess returns. T-statistics above 2.576 (in absolute terms) mean significance at 1% confidence 

level, t-statistics above 1.96 (in absolute terms) mean significance at 5% confidence level and t-

statistics above 1.645 (in absolute terms) mean significance at 10% confidence level. * Denotes 

significance at 5%.  
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Table 5-5: Excess returns earned by different investor categories across different investment horizons 

Random-effects GLS regressions with robust cluster standard errors 

    

          
Panel A1 

 
Excess returns over a mapped by rating & maturity portfolio 

  
Institutional Retail 

Investment Horizons 
Position 

Dummies 

Coef. 

 ( x10.000) 
t P>t Gain/Lose 

Coef. 

 ( x10.000) 
t P>t Gain/Lose 

ExRet over Rm (t+1) 
Buy 13.84 18.01 0 G -16.47 -18.62 0 L 

Sell -8.33 -14.64 0 G 11.01 19.48 0 L 

ExRet over Rm (t+2) 
Buy 9.32 14.63 0 G -11.51 -17.11 0 L 

Sell -2.57 -5.07 0 G 4.52 8.3 0 L 

ExRet over Rm (t+3) 
Buy 7.93 13.27 0 G -9.60 -14.72 0 L 

Sell -1.13 -1.97 0.049 G 2.53 4.38 0 L 

ExRet over Rm (t+4) 
Buy 7.85 12.14 0 G -9.03 -12.98 0 L 

Sell -0.21 -0.34 0.731 - 1.07 1.65 0.099 - 

ExRet over Rm (t+5) 
Buy 7.26 11.35 0 G -8.15 -11.43 0 L 

Sell 0.20 0.31 0.756 - 0.42 0.58 0.562 - 

ExRet over Rm (t+30) 
Buy 3.01 2.82 0.005 G -1.64 -1.41 0.159 - 

Sell -3.94 -3.94 0 G 4.33 4.03 0 L 

 

 

Panel A2 
 

Excess returns over a mapped by rating & maturity portfolio 

  
Institutional Retail 

Investment Horizons 
Position 

Dummies 

Coef. 

 ( x10.000) 
t P>t Gain/Lose 

Coef. 

 ( x10.000) 
t P>t Gain/Lose 

ExRet over Rm (t-1) 
Buy -0.71 -2.57 0.01 G 0.63 2.14 0.033 L 

Sell 0.24 0.82 0.411 - -0.09 -0.25 0.801 - 

ExRet over Rm (t-2) 
Buy -0.65 -1.78 0.075 - 0.36 0.94 0.346 - 

Sell 0.45 1.23 0.217 - -0.13 -0.3 0.763 - 

ExRet over Rm (t-3) 
Buy -0.46 -1.05 0.294 - 0.30 0.59 0.555 - 

Sell 0.79 1.81 0.07 - -0.78 -1.63 0.103 - 

ExRet over Rm (t-4) 
Buy -0.07 -0.14 0.892 - -0.36 -0.63 0.528 - 

Sell 1.12 2.29 0.022 G -0.96 -1.78 0.075 - 

ExRet over Rm (t-5) 
Buy -0.29 -0.51 0.611 - -0.17 -0.26 0.797 - 

Sell 1.50 2.88 0.004 G -1.57 -2.69 0.007 L 

ExRet over Rm (t-30) 
Buy -1.92 -1.59 0.111 - 0.92 0.65 0.514 - 

Sell 1.81 1.45 0.146 - -1.08 -0.83 0.407 - 
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Panel B1 
 

Excess returns over risk free rate 

  
Institutional Retail 

Investment Horizons 
Position 

Dummies 

Coef. 

 ( x10.000) 
t P>t Gain/Lose 

Coef. 

 ( x10.000) 
t P>t Gain/Lose 

ExRet  over Rf (t+1) 
Buy 14.29 19.15 0 G -16.99 -19.57 0 L 

Sell -7.82 -13.92 0 G 10.45 18.58 0 L 

ExRet  over Rf (t+2) 
Buy 10.49 16.31 0 G -12.81 -18.53 0 L 

Sell -1.70 -3.43 0.001 G 3.65 7.04 0 L 

ExRet  over Rf (t+3) 
Buy 9.54 15.44 0 G -11.31 -16.49 0 L 

Sell 0.03 0.05 0.958 - 1.29 2.28 0.023 L 

ExRet  over Rf (t+4) 
Buy 9.45 14.06 0 G -10.77 -14.55 0 L 

Sell 1.10 1.89 0.058 - -0.29 -0.46 0.648 - 

ExRet  over Rf (t+5) 
Buy 8.66 12.57 0 G -9.71 -12.47 0 L 

Sell 1.47 2.34 0.019 L -0.87 -1.22 0.224 - 

ExRet over Rf (t+30) 
Buy 6.77 5.19 0 G -5.01 -3.58 0 L 

Sell -1.08 -0.93 0.353 - 0.88 0.7 0.485 - 

 

Panel B2 
 

Excess returns over risk free rate 

  
Institutional Retail 

Investment Horizons 
Position 

Dummies 

Coef. 

 ( x10.000) 
t P>t Gain/Lose 

Coef. 

 ( x10.000) 
t P>t Gain/Lose 

ExRet  over Rf (t-1) 
Buy -0.86 -3.13 0.002 G 0.59 2.02 0.043 L 

Sell 0.16 0.57 0.572 - -0.02 -0.05 0.96 - 

ExRet  over Rf (t-2) 
Buy -1.31 -3.65 0 G 0.68 1.79 0.073 - 

Sell 0.15 0.38 0.703 - 0.16 0.37 0.712 - 

ExRet  over Rf (t-3) 
Buy -1.28 -2.74 0.006 G 0.69 1.34 0.181 - 

Sell 0.36 0.8 0.426 - -0.35 -0.72 0.471 - 

ExRet  over Rf (t-4) 
Buy -0.75 -1.32 0.185 - -0.27 -0.45 0.654 - 

Sell 0.53 1 0.319 - -0.28 -0.5 0.616 - 

ExRet  over Rf (t-5) 
Buy -0.48 -0.71 0.478 - -0.84 -1.14 0.254 - 

Sell 0.95 1.66 0.097 - -0.82 -1.33 0.184 - 

ExRet over Rf (t-30) 
Buy -4.38 -2.95 0.003 G 1.50 0.87 0.387 - 

Sell -2.02 -1.41 0.158 - 2.34 1.59 0.111 - 

The excess returns are calculated over a mapped by rating & maturity portfolio in panels A1 and A2 of 

table 5-5, while in panels B1 and B2 the excess returns are estimated over the risk free rate. Panels A1 

and B1 present the excess returns realized by each investor category following a trade, while panels A2 

and B2 introduce the excess returns earned by each investor category before a trade takes place. For 

panels A1 and B1, the coefficients are interpreted as follows. If following a purchase of a bond on day 

(t) its price rises the next days (+ve coefficient), then the holder of the bond gains, while if its price 

decreases (-ve coefficient) the next days then the holder losses. On the other hand, if following a sale of 

a bond on day (t) its price decreases (-ve coefficient) the next days, then the investor gains while if its 

price subsequently increases (+ve coefficient) then the investor losses. For panels A2 and B2 the 
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interpretation is the opposite one, that is, a positive coefficient indicates a loss for the buyer and a gain 

for the seller, while a negative coefficient indicates a gain for the buyer and a loss for the seller.  
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Panel C Excess returns over risk free linked to systematic trading and bond picking strategies 

 
  

Institutional Retail 

Investment Horizons 
Position 

Dummies 
Coef. t P>t Gain/Lose Coef. t P>t Gain/Lose 

(t+1) 

ExRet  Rm 
Buy 0.2793 21.62 0   -0.0023 -0.15 0.882   

Sell 0.2684 18.55 0   0.0324 2.77 0.006   

ExRet over Rm 
Buy 0.0013 17.77 0 G -0.0017 -19.64 0 L 

Sell -0.0009 -15.82 0 G 0.0010 18.43 0 L 

(t+2) 

ExRet  Rm 
Buy 0.5686 27.64 0   0.3367 16.4 0   

Sell 0.5516 24.86 0   0.2895 15.79 0   

ExRet  over Rm 
Buy 0.0006 8.87 0 G -0.0015 -21.98 0 L 

Sell -0.0006 -12.47 0 G 0.0002 3.3 0.001 L 

(t+3) 

ExRet  Rm 
Buy 0.6431 26.5 0   0.4409 20.61 0   

Sell 0.6524 23.41 0   0.3856 20.39 0   

ExRet  over Rm 
Buy 0.0003 3.87 0 G -0.0015 -22.28 0 L 

Sell -0.0007 -13.28 0 G -0.0002 -4.19 0 G 

(t+4) 

ExRet  Rm 
Buy 0.7229 26.28 0   0.5065 20.71 0   

Sell 0.7204 22.91 0   0.4724 20.62 0   

ExRet  over Rm 
Buy 0.0000 0.17 0.866 - -0.0016 -20.58 0 L 

Sell -0.0009 -13.33 0 G -0.0006 -9 0 G 

(t+5) 

ExRet  Rm 
Buy 0.7714 26.27 0   0.5631 20.91 0   

Sell 0.7807 24.16 0   0.5147 21.39 0   

ExRet  over Rm 
Buy -0.0003 -3.15 0.002 L -0.0017 -19.76 0 L 

Sell -0.0010 -13.46 0 G -0.0008 -10.57 0 G 

Panel C of table 5-5 illustrates how the excess returns over the risk free rate (equation 3) realized by each investor category are related to the returns of the particular 

rating-maturity segment (ExRet  Rm) that each bond belongs (systematic trading), and to any incremental excess returns arising from investors‟ bond picking 

abilities (ExRet  over Rm), which pertain to the selection of a particular security. Again, G reflects that the investor gains while L that the investor losses following a 

trade. 
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Panel D1 Institutional Retail 

Position  Investment Horizons Coef. t P>t 
Increase/ 

Decrease 
Coef. t P>t 

Increase/ 

Decrease 

Buy 

(t+1) 
ExRet over Rm         0.38 0.6 0.578 - 

ExRet  Rm         9.76 5.0 0 I 

(t+2) 
ExRet over Rm 41.96 89.7 0 I -1.04 -1.9 0.061 - 

ExRet  Rm 39.75 44.6 0 I 2.81 2.2 0.03 I 

(t+3) 
ExRet over Rm 27.36 67.4 0 I -0.83 -1.7 0.09 - 

ExRet  Rm 21.79 31.7 0 I -1.03 -1.0 0.311 - 

(t+4) 
ExRet over Rm 20.53 54.6 0 I -0.77 -1.7 0.094 - 

ExRet  Rm 14.51 24.5 0 I -1.23 -1.4 0.16 - 

(t+5) 
ExRet over Rm 16.80 46.5 0 I -0.44 -1.0 0.319 - 

ExRet  Rm 11.22 21.0 0 I -0.16 -0.2 0.84 - 

Sell 

(t+1) 
ExRet over Rm         -14.72 -21.7 0 I 

ExRet  Rm         -13.38 -7.2 0 I 

(t+2) 
ExRet over Rm -25.96 -55.8 0 I -7.60 -14.4 0 I 

ExRet  Rm -6.81 -7.5 0 I -4.73 -3.9 0 I 

(t+3) 
ExRet over Rm -14.83 -35.7 0 I -5.78 -12.3 0 I 

ExRet  Rm -0.88 -1.2 0.215 - -2.87 -3.0 0.003 I 

(t+4) 
ExRet over Rm -10.30 -26.5 0 I -4.77 -10.8 0 I 

ExRet  Rm 2.45 4.0 0 D -2.31 -2.8 0.006 I 

(t+5) 
ExRet over Rm -7.82 -21.0 0 I -4.27 -10.1 0 I 

ExRet  Rm 2.60 4.7 0 D -1.36 -1.8 0.074 - 
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Panel D2 Institutional Retail 

Position  Investment Horizons Coef. t P>t 
Increase/ 

Decrease 
Coef. t P>t 

Increase/ 

Decrease 

Buy 

(t-1) 
ExRet over Rm -3.06 -5.3 0 I 1.07 1.5 0.135 - 

ExRet  Rm 4.98 3.6 0 D 4.54 2.3 0.023 D 

(t-2) 
ExRet over Rm -3.13 -6.7 0 I 0.18 0.3 0.746 - 

ExRet  Rm -0.37 -0.4 0.684 - 3.77 2.8 0.005 D 

(t-3) 
ExRet over Rm -3.39 -8.1 0 I -0.63 -1.3 0.212 - 

ExRet  Rm -0.46 -0.6 0.52 - 2.41 2.3 0.022 D 

(t-4) 
ExRet over Rm -3.60 -9.2 0 I -1.39 -2.9 0.003 I 

ExRet  Rm 0.11 0.2 0.851 - 0.73 0.8 0.419 - 

(t-5) 
ExRet over Rm -3.10 -8.2 0 I -1.14 -2.5 0.012 I 

ExRet  Rm -0.11 -0.2 0.843 - -1.62 -2.0 0.047 I 

Sell 

(t-1) 
ExRet over Rm 0.07 0.1 0.903 - 0.85 1.3 0.212 - 

ExRet  Rm -2.35 -1.6 0.1 - 2.25 1.2 0.228 - 

(t-2) 
ExRet over Rm 0.54 1.1 0.261 - 0.63 1.2 0.236 - 

ExRet  Rm -1.01 -1.1 0.28 - 1.59 1.3 0.202 - 

(t-3) 
ExRet over Rm 2.43 5.7 0 I 1.24 2.6 0.009 I 

ExRet  Rm -1.87 -2.5 0.011 D -0.24 -0.3 0.805 - 

(t-4) 
ExRet over Rm 2.53 6.3 0 I 1.33 3.0 0.003 I 

ExRet  Rm 0.30 0.5 0.637 - 2.23 2.6 0.009 I 

(t-5) ExRet over Rm 3.38 8.7 0 I 1.45 3.4 0.001 I 

           

Panels D1 and D2 of table 5-5 illustrate how the trading patterns of institutional and retail 

investors are linked with the bond specific (ExRet over Rm) and market sub-portfolios (ExRet 

Rm) excess returns (equation 4). Specifically, we use a random-effects logistic regression so 

as to identify how the probability of trading by a particular investor class is affected (I = Increase, D 

= Decrease) by the excess bond returns both after (Panel D1) and before (Panel D2) the trade day. 
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Table 5-6: Dealers’ P&L margin due to a-priory classification of their clients 

       

 

Realized P&L 

Margin 

 (in bp) 

Estimated P&L as 

if all clients were 

uninformed 

(in bp) 

Difference 

 
Median Mean Median Mean Median Mean 

All trades 0.84 4.70 -0.04 0.87 0.87 3.83 

Trades with institutionals (Buying-side) 2.00 6.51 -0.31 0.40 2.31 6.11 

Trades with institutionals (Selling-side) 1.85 6.58 -0.07 1.72 1.92 4.86 

Table 5-6 displays the realized P&L margin of the dealers as well as the estimated P&L margin as if 

the dealers had treated all of their clients as uninformed. 

 

 

 

 
 

Table 5-7: Dealers' P&L margin on public news days 

      

 

Realized P&L Margin (in bp) 

 

Median Mean Observations St.Dev 

Mean P&L 

different from zero 

(t-test) 

DM single trade 1.75 7.11 55,558 23.80 Yes 

DM Γyield 1
st
 day 8.00 17.60 53,333 28.20 Yes 

DM Γyield rest -0.24 -2.16 98,093 18.08 Yes 

Table 5-7 exhibits various summary statistics for the realized P&L margin of the dealers on public 

information days. 
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Table 5-8: Determinants of dealers' P&L on public news days 

Random-effects GLS regressions with robust cluster standard errors 

Number of obs: 331,477 

 Num. of groups: 2,719 

 
Wald X

2
 / Prob >  X

2
 :  2239.71 / 0 

 Overall R
2 
: 4.8% 

 
P&L Margin (t) 

Coefficient 

( x 100) 

z-

statistics 
p-value 

 

Coupon 0.0043 6.43 0.000 

 Outstanding Amount -0.0094 -5.04 0.000 

 Financial -0.0041 -1.53 0.125 

 Age -0.0001 -0.27 0.787 

 Coc 0.0014 0.56 0.578 

 Domestic -0.0046 -0.92 0.360 

 Euro area 0.0078 0.89 0.372 

 Market -0.0049 -0.48 0.634 

 Secured 0.0125 0.78 0.435 

 Seniority -0.0010 -0.13 0.896 

 Remaining Maturity 0.0033 19.26 0.000 

 Rating AAA -0.0160 -2.89 0.004 

 Rating AA -0.0052 -1.54 0.124 

 Rating A -0.0041 -1.79 0.074 

 Liquidity Score -0.0022 -2.92 0.003 

 Abnormal Volume 0.0003 1.12 0.265 

 EqVolat(t-1) 0.0001 1.31 0.189 

 EqRet(t-1) 0.0005 1.62 0.105 

 EqRet(t-2) 0.0001 0.34 0.733 

 EqRet(t-3) -0.0008 -2.41 0.016 

 Net Trade Flow Imbalance 0.0043 4.92 0.000 

 DM single trade 0.0321 20.14 0.000 

 DM Γyield 1st day 0.1418 36.87 0.000 

 DM Γyield rest -0.0695 -36.66 0.000 

 Constant 0.0982 5.53 0.000 

 ζ (u) 0.0%       

ζ (e) 0.3% 

   ξ 2.6%       

Table 5-8 exhibits the coefficients of the regressors examined as potential determinants of the dealers‟ 

P&L margin. These include both static bond characteristics as well as market based indicators. 

Furthermore, we have introduced dummies to accommodate for any differentiation in the dealers‟ P&L 

on public information days.  
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Figure 5-1: Event Tree 
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Figure 5-1 present the event tree of the extended model relative to Easley O‟Hara (1992), which includes the investor category (i.e. institutional, retail) as an extra parameter 

that dealers consider under their quote setting strategy. The last column shows the probability assigned to each potential outcome of the event tree.



 

Figure 5-2: Realized P&L 

Figures 5-2 displays the empirical cumulative realized P&L distribution of our extended model (CV) 

relative to the model proposed by Easley O‟Hara (1992) (EO). In the y axis the cumulative proportion 

of the sample is reflected, while x axis indicates the P&L. The more to the right the curve, the higher 

the P&L enjoyed by the dealer that utilizes the respective model. 
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Figure 5-3: Unrealized P&L 

 

Figures 5-3 displays the empirical cumulative unrealized P&L distribution of our extended model (CV) 

relative to the model proposed by Easley O‟Hara (1992) (EO). In the y axis the cumulative proportion 

of the sample is reflected, while x axis indicates the P&L. The more to the right the curve, the higher 

the P&L enjoyed by the dealer that utilizes the respective model.  
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Figure 5-4: Total P&L comparison 

 

Figures 5-4 displays the histogram based on the empirical cumulative distribution function for the total 

P&L generated by the CV model over the model of EO. 
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Appendix 5.A. Market microstructure background 

In efficient markets with no information asymmetries and frictions we expect 

that prices at any point in time capture all the available information, so that each 

security price reflects its expected value, in a sense, following a random walk. 

However, market frictions and asymmetric information can result into a deviation 

from the abovementioned random walk process. This is the point where market 

microstructure intervenes so as to facilitate our understanding of the price discovery 

process. Roll (1984) developed a simplistic model of a dealer market with fixed 

transaction cost so as to illustrate how the bid-ask spread is set by the dealer. 

Transactions costs (c) are derived from the square root of the covariance between 

consecutive changes in trade prices (Γp), as presented in following equation: 

  √                

Indeed, Roll (1984) develops a model that makes use of observed trading prices so as 

to calculate the cost of transactions in case bid-ask data are not available. Thus, a 

dealer has to set the range of his bid-ask spread to 2c. Hasbrouck (2006) denotes that 

the bid-ask spread derived by Roll model (0.01$/share) underestimates the realized 

average bid-ask spread for NYSE (0.022$/share) on 2/7/2003. She interprets this 

difference on the grounds of potential sampling errors as well as on the fact that some 

of the model‟s assumptions do not hold. 

To overcome the simplistic assumptions inherent in the Roll‟s model, a series 

of generalizations have been developed in the literature. One of the most important 

being the Glosten and Milgrom (1985) model that allows transaction costs (c) to be 

endogenous to the efficient price, which is the price that captures all the available 

information and would have been equal to the trading price in the absence of 
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transactions costs. 

The model developed by Glosten and Milgrom (1985) belongs to the class of 

asymmetric information models. It assumes that traders arrive in the market 

randomly, sequentially and independently. In particular, the value of a security at the 

end of a day can be either high (V
H
) or low (VL) with probabilities (δ) and (1-δ) 

respectively. Traders can be informed (I) or uninformed (U), with the former 

comprising a fixed percentage (κ) of the population and knowing about the terminal 

value of a security (V). Furthermore, the unconditional expectation of the terminal 

security value is noted as    . The models works as follows:  

 The dealer set his bid (B) and ask (A) quotes. 

 A trader is selected randomly from the population. 

o If he is informed (κ probability), the trader buys (Buy) if the price of 

the security is expected to rise at the end of the day, while he sells 

(Sell) if the price of the security is expected to decrease at the end of 

the day. 

o If he is uninformed (1-κ probability), he undertakes a long or a short 

position randomly with equal probability (50%). 

Therefore, all the potential outcomes can be illustrated via an event tree that attributes 

to each state a certain probability. 

A market maker‟s ask price is determined as the expected value of a security 

following the arrival of a purchase order. 

                                    

The above equation implies that the market maker provides quotes subject to the 

direction of the trade. That is, he provides an ask price for traders‟ buying orders and 
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a bid price for traders‟ selling orders. In other words, the market maker provides a 

quote knowing not only the available public information but also the trade direction 

itself. The quoted bid-ask spread has to be proportional to the information asymmetry 

and to the level of uncertainty regarding an asset‟s true value. Therefore, a market 

maker has to set his quotes so that any gains arising from his trades with uninformed 

traders to offset any losses from informed traders. 

The class of asymmetric information models also includes strategic trade 

models (Kyle 1985), in which a single informed trader acts strategically and transacts 

many times before the information he possesses become known to the public. It is not 

uncommon to consider that it is traders‟ common practice to distribute their orders 

over time and across dealers so as to minimize the impact of their trades on security 

prices. That is, a trader has to determine his trade size by considering any abrupt price 

adjustment spurred by large volumes.  

On the other hand, the market maker determines a price after considering the 

net order flow, in a sense, functioning as an order processor setting the settlement 

prices. Under Kyle‟s model there is not bid and ask prices, but rather all the trades are 

cleared at a single market price, reflecting all the available information. Kyle‟s model 

can be considered as a linear equation in which the price of a security at time t (pt) is a 

function of the market maker‟s perceived security price the previous time point (κt-1) 

and the observed net order flow imbalance at time t (qt).  

                   

The coefficient ι can be considered as a measure of illiquidity, which affects how an 

informed trader behaves. Specifically, the higher the value for ι the less an informed 

trader trades. 



282 

 

All in all, under asymmetric information models trades are the means for 

conveying any private information in the market. Hence, market makers adjust their 

quotes so as to price this information asymmetry. That is, the higher the information 

asymmetries the wider the bid-ask spreads set by market makers.  
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Appendix 5.B. Extension of the Easley O’Hara (1992) model 

We assume that dealers have some internal estimates, based on their 

experience, of the probability (κ) that an informed trader will arrive, of the probability 

of an institutional investor being informed (κ1) and of the probability of a retail 

investor being informed (κ2). Then, we use the structure of the tree so as to extract the 

probability of (ζ) and of (δ) based on the observed trades (buy-side (B), sell-side (S), 

not trade (NT)) as well as based on the type of the counterparty (Institutional (T), 

Retail (R)). The formulas for adjusting (ζ) are the following: 

       
            

      
  

                                      

                                       
 

 

        
           

      
  

                                      

                                       
   

 

        
           

      
     

                

                                
 

 

        
           

      
      

                

                                
 

 

       
          

     
    

     

       
 

 

Accordingly, the formulas for updating (δ) are presented below: 
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Lastly, dealers adjust their Bid and Ask quotes by using the following 

equations: 

                               

          
                                 

                                                       
 

 

                               

           
                           

                                                      
  

 

  where:                                                               
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Appendix 5.C. Determinants of the proprietary liquidity score 

The bond-specific liquidity variables that have been found in the literature to 

affect bond yield spreads can be classified into two broad categories. The first 

category includes static bond characteristics (Longstaff 2005, Houweling et al. 2005, 

Chen 2007, Bao 2011, Friewald 2012, Kalimipalli 2012 among others) such as, 

coupon (Elton et al. 2001), time to maturity, age (on-the-run), outstanding amount 

(Fisher 1959), issuer type (financial vs. non-financial firms), seniority, secured, 

market of issuance as well as other bond covenants (Nashikkar 2008). Whereas, the 

second category is comprised by liquidity-specific measures that are estimated from 

bond market data (Chen 2007, Nashikkar 2008, Friewald 2012, Bao 2011, Beber 

2008, Kalimipalli 2012 among others), such as bid-ask spreads, volumes, number of 

trades, % of zeros, LOT measure, latent liquidity, Amihud measure, Roll measure, 

price dispersion measures, liquidity indices, limit-order book depth, volatilities of 

liquidity measures etc.  

Bao et al. (2011) regress an illiquidity measure on bond characteristics and 

find that older bonds as well as bonds with lower issuance amounts have higher 

illiquidity. Furthermore, Nashikkar (2011) points that the higher the coupon the 

higher the latent liquidity of a bond. Finally, to test for consistency among bond-

specific liquidity measures that are derived from market data, Chen et al. (2007) 

regress one liquidity measure on the others, after controlling for static bond 

characteristics and bond credit risk.  

The current literature provides evidence that bond specific liquidity also 

depends on the credit standing of the issuer. Ericsson (2006) and Friewald (2012) note 

that as a firm approaches default, the part of its yield spread that is attributed to a 

decrease in liquidity increases. Similarly, Huang and Huang (2012) quantify the 
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amount of yield spreads that is attributed to credit risk and find that for high-rated 

bonds a small portion of the total yield spread is due to credit risk, while for low-rated 

bonds a bigger part of the yield spread is due to credit risk. On the other hand, 

Longstaff et al. (2005) point that even for high rated bonds, a material part of the yield 

spread (above 50%) is attributed to default risk. To sum up, it becomes evident that a 

bond‟s credit rating plays an important role in the formation of its liquidity score. 

The same value of a liquidity specific measure that is calculated from bond‟s 

market data can indicate different levels of liquidity at different points in time and in 

different markets, depending on the aggregate level of market liquidity. What is more, 

since investors evaluate the liquidity of a particular asset relative to the liquidity of 

another asset with similar risks characteristics, liquidity risk becomes, as Beber 

(2008) aptly notes, a “relative concept”. Therefore, to control for this “relativity” of 

liquidity we apply the Fama-MacBeth (1973) approach so as for the sensitivities of 

the regressors to be fitted along the cross-sectional dimension of the sample.  

In identifying the determinants of liquidity score we consider all the relevant 

bond characteristics that are available in our sample across the cross section of 

securities. The volume related variables that are used in the estimation are the 

following: 

i. Price Variability (PrVar). Average price variability over the last 30 days, 

where price variability is calculated daily as total return change over total 

trading volume.  

ii. Average Turnover (TURN). Average turnover over the last 30 days, where 

turnover is defined as traded volume over outstanding issue amount. (Bao 

2011) 
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iii. Percentage of Trading Days (TrDays). Calculated as the percentage of trading 

days during the last month, i.e. the number of days with non-zero trading 

volume (Bao 2011).  

The fitted equation has an explanatory power of 70%, while the regressor coefficients 

are illustrated in the equation below: 

                                                           

                                           

                                                 

                                           

                       
   

 

 

All coefficients are multiplied by 100, apart from: PrVar that is divided by 10.000 and 

TURN that is left as such.  
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Table 5.C. Determinants of the liquidity score 

Fama-MacBeth (1973) Two-Step procedure 

Number of obs: 799,370 

Num. time periods: 268 

F( 17,   267)  / Prob >  F :  89,300.36 / 0 

Overall R
2 
: 69.6% 

Liquidity Score Coefficients 
z-

statistics 
p-value 

Coupon -6.5305 -61.01 0.000 

Outstanding Amount 93.4056 211.98 0.000 

Financial 0.1622 0.38 0.706 

Age -5.6635 -90.91 0.000 

Coc 0.2764 1.01 0.314 

Domestic -13.8895 -53.55 0.000 

Euro area -1.8651 -2.69 0.008 

Market 6.1317 2.68 0.008 

Secured 1.2943 1.81 0.071 

Seniority -9.7903 -15.85 0.000 

Remaining Maturity 1.6663 55.81 0.000 

Rating AAA -32.6547 -32.01 0.000 

Rating AA -23.8543 -42.01 0.000 

Rating A -18.9943 -40.60 0.000 

Mean Price Variability -300.8192 -53.00 0.000 

Turnover 150.1554 63.03 0.000 

Percentage of trading days 178.2392 111.78 0.000 

Constant 659.2516 209.06 0.000 

In table 5.C the determinants of liquidity score are examined. 
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7. Ευρεία Περίληψη στα Ελληνικά - Extended Summary in 

Greek  

Η έλλνηα ηεο δηεμαγσγήο ζπλαιιαγώλ ζηε βάζε δηαζέζηκεο πιεξνθόξεζεο  

είλαη ζηελά ζπλδεδεκέλε κε ηελ δξαζηεξηόηεηα ησλ θεξδνζθόπσλ. Οη θεξδνζθόπνη 

ρξεζηκνπνηνύλ ηηο πιεξνθνξίεο πνπ δηαζέηνπλ ζρεηηθά κε ηηο πξννπηηθέο κηαο 

επηρείξεζεο ώζηε λα επσθειεζνύλ από ηελ αλάιεςε ζπγθεθξηκέλσλ επελδπηηθώλ 

ζέζεσλ. Δπί ηεο νπζίαο, νη θεξδνζθόπνη ζπλαιιάζζνληαη επεηδή νη απόςεηο ηνπο 

ζρεηηθά κε ηελ εζσηεξηθή αμία ελόο πεξηνπζηαθνύ ζηνηρείνπ δηαθέξεη από ηελ 

παξαηεξνύκελε ηηκή ζηελ αγνξά. Με ηελ αγνξά αμηνγξάθσλ ησλ νπνίσλ νη ηηκέο 

είλαη ρακειόηεξεο από ηηο ζεκειηώδεηο αμίεο ηνπο, θαζώο θαη κε ηελ πώιεζε 

αμηνγξάθσλ ησλ νπνίσλ νη ηηκέο ππεξβαίλνπλ ηηο ζεκειηώδεηο αμίεο ηνπο, νη 

θεξδνζθόπνη  επσθεινύληαη από ηε ζύγθιηζε ηεο ηηκήο ελόο αμηόγξαθνπ πξνο ηε 

«δίθαηε» αμία ηνπ. Οη θεξδνζθόπνη κπνξνύλ λα θαηεγνξηνπνηεζνύλ ζε δηαθνξεηηθνύο 

ηύπνπο (trading styles) αλάινγα κε ην πώο δηακνξθώλνπλ ηηο απόςεηο ηνπο ζρεηηθά κε 

ηελ ηηκή ελόο αμηόγξαθνπ, θαζώο θαη κε ην πσο πινπνηνύλ ηηο απόςεηο ηνπο ζε 

ζπγθεθξηκέλεο επελδπηηθέο ζηξαηεγηθέο. 

Από ηε κία πιεπξά, νη επελδπηέο πνπ εζηηάδνπλ ζηελ εζσηεξηθή αμία (value 

traders) αμηνινγνύλ όιεο ηηο δηαζέζηκεο πιεξνθνξίεο ώζηε λα πξνζδηνξίζνπλ ηε 

ζεκειηώδε αμία ελόο ρξεκαηννηθνλνκηθνύ κέζνπ, θαη σο εθ ηνύηνπ λα εθηηκήζνπλ αλ 

αγνξαία ηηκή ηνπ αληηθαηνπηξίδεη νξζά ηελ εζσηεξηθή ηνπ αμία. Από ηελ άιιε 

πιεπξά, νη δηαπξαγκαηεπηέο λέσλ εηδήζεσλ (news traders) επηθεληξώλνληαη ζηηο 

αιιαγέο ζηε ζεκειηώδε αμία ελόο ρξεκαηννηθνλνκηθνύ κέζνπ πνπ ζα επηθέξεη 

θάπνηα είδεζε ε νπνία ζα εκθαληζηεί ζηελ αγνξά. Οη δηαπξαγκαηεπηέο λέσλ 

εηδήζεσλ ζεσξνύλ όηη νη ηξέρνπζεο ηηκέο ηεο αγνξάο ελζσκαηώζνπλ όιεο ηηο 
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δηαζέζηκεο πιεξνθνξίεο ζηελ αγνξά, εθηόο από ηηο λέεο εηδήζεηο πνπ νη ίδηνη 

θαηέρνπλ. Γηα λα είλαη θεξδνθόξνη, νη δηαπξαγκαηεπηέο λέσλ εηδήζεσλ ζα πξέπεη λα 

αληαπνθξηζνύλ πνιύ πην γξήγνξα ζε νπνηαδήπνηε λέα είδεζε ζε ζρέζε κε άιινπο 

επελδπηέο. Σέινο, νη αληηζηαζκηζηηθνί θεξδνζθόπνη (arbitrageurs) αλαδεηνύλ ηπρόλ 

δηαθνξέο ζηηο εζσηεξηθέο αμίεο παξόκνησλ ρξεκαηννηθνλνκηθώλ κέζσλ, πνπ 

ζπλήζσο δηαπξαγκαηεύνληαη ζε δηαθνξεηηθέο αγνξέο, νη νπνίεο θαζνξίδνληαη από 

ηνπο ίδηνπο ζεκειηώδεηο παξάγνληεο. Καηά κία έλλνηα, εθκεηαιιεύνληαη ηελ 

αλαπνηειεζκαηηθόηεηα ζηηο αγνξέο ε νπνία ελδέρεηαη λα νθείιεηαη ζε πηζαλέο 

ιεηηνπξγηθέο αηέιεηεο (market frictions). πλνςίδνληαο, νη πιεξνθνξεκέλνη 

επελδπηέο απμάλνπλ ηελ απνηειεζκαηηθόηεηα ηεο αγνξάο κέζσ ηεο ώζεζεο ησλ 

ηηκώλ πξνο ηηο ηηκέο ηζνξξνπίαο, ελώ νη κε πιεξνθνξεκέλνη επελδπηέο (noise traders) 

ζπλαιιάζζνληαη γηα ιόγνπο πνπ είλαη εμσγελείο κε ηελ ζεκειηώδε αμία ελόο 

πεξηνπζηαθνύ ζηνηρείνπ. 

Καηά ηελ αλαδήηεζε ηεο ζεκειηώδνπο αμίαο ελόο πεξηνπζηαθνύ ζηνηρείνπ, 

όιεο νη ηύπνη επελδπηώλ πνπ βαζίδνληαη ζηελ πιεξνθόξεζε είλαη εθηεζεηκέλνη ζηνλ 

θίλδπλν ξεπζηόηεηαο. Ο θίλδπλνο ξεπζηόηεηαο επεξεάδεη ηελ ηθαλόηεηα ησλ 

δηαπξαγκαηεπηώλ ζηελ εθηέιεζε ησλ εληνιώλ ηνπο, ρσξίο λα επεξεάδνπλ ηηο ηηκέο 

ησλ πεξηνπζηαθώλ ζηνηρείσλ. Καηά κία έλλνηα, ν θίλδπλνο ξεπζηόηεηαο πεξηνξίδεη ηηο 

επθαηξίεο αληηζηαζκηζηηθήο θεξδνζθνπίαο γηα ηνπο πιεξνθνξεκέλνπο επελδπηέο. Ο 

θίλδπλνο ξεπζηόηεηαο κπνξεί λα ιάβεη ηε κνξθή ζπζηεκηθήο ξεπζηόηεηαο πνπ 

πεξηνξίδεη ηελ ηθαλόηεηα όισλ ησλ ζπκκεηερόλησλ ζηελ αγνξά λα ζπλαιιαρζνύλ, ή  

ηδηνζπγθξαζηαθήο ξεπζηόηεηαο πνπ επεξεάδεη ηελ ηηκή ελόο ζπγθεθξηκέλνπ 

πεξηνπζηαθνύ ζηνηρείνπ. Ο θίλδπλνο ζπζηεκηθήο ξεπζηόηεηαο κπνξεί λα πξνθύςεη 

από απμεκέλν θίλδπλν κεηάδνζεο κεηαμύ ησλ αληηζπκβαιινκέλσλ ζηε ρξεκαηαγνξά 

(money market contagion)  ή από ηελ αύμεζε ηνπ θηλδύλνπ αληηζπκβαιινκέλνπ. 
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Δλώ, ν ηδηνζπγθξαζηαθόο θίλδπλνο ξεπζηόηεηαο κπνξεί λα πξνέιζεη από ηνλ θίλδπλν  

δπζκελνύο επηινγήο ή από ηελ αβεβαηόηεηα ζρεηηθά κε ηνλ πξνζδηνξηζκό ηεο ηηκήο 

ελόο πεξηνπζηαθνύ ζηνηρείνπ. Μέρξη ζηηγκήο έρνπκε ακπδξά αλαθεξζεί ζε ηξία  

δηαθξηηά ζπζηαηηθά πνπ αλακέλεηαη λα ηηκνινγνύληαη ζηα πηζησηηθά πεξηζώξηα κηαο 

επηρείξεζεο. Σν πξώην αθνξά ηελ ζεκειηώδε αμία ηνπ πεξηνπζηαθνύ ζηνηρείνπ, ην 

δεύηεξν ζρεηίδεηαη κε ηηο ζπλζήθεο ζπζηεκηθήο ξεπζηόηεηαο, ελώ ην ηξίην αθνξά ηελ 

ηδηνζπγθξαζηαθή ξεπζηόηεηα ηνπ πεξηνπζηαθνύ ζηνηρείνπ. 

Όζνλ αθνξά ην πξώην ζπζηαηηθό, απηό επηθεληξώλεηαη ζηηο πιεξνθνξίεο πνπ 

πεξηέρνληαη ζηηο νηθνλνκηθέο θαηαζηάζεηο63 κηαο επηρείξεζεο. Οη νηθνλνκηθέο 

θαηαζηάζεηο απνηεινύλ ηελ πην ραξαθηεξηζηηθή πεγή πιεξνθόξεζεο πνπ είλαη 

δηαζέζηκε ζε ηαθηά ρξνληθά δηαζηήκαηα ζε όινπο ηνπο επελδπηέο. Οπζηαζηηθά, νη 

ζηξαηεγηθέο πνπ εζηηάδνπλ ζηελ ζεκειηώδε αμία βαζίδνληαη ζηηο πιεξνθνξίεο πνπ 

είλαη δηαζέζηκεο ζηηο νηθνλνκηθέο θαηαζηάζεηο. Ωζηόζν, ελώ ππάξρεη κηα νιόθιεξε 

βηνκεραλία
64

 αθηεξσκέλε ζηε κεηάθξαζε ηνπ πινύηνπ ησλ πιεξνθνξηώλ πνπ 

πεξηέρνληαη ζηηο δεκνζηεπκέλεο νηθνλνκηθέο θαηαζηάζεηο ηεο εηαηξείαο ζε θάπνηα 

αληηθεηκεληθή έλδεημε ηεο πηζηνιεπηηθήο ηθαλόηεηαο ηεο, ν ηξόπνο κε ηνλ νπνίν ε 

                                                           
63

 Καηάζηαζε Απνηειεζκάησλ Υξήζεο, Καηάζηαζε Σακεηαθώλ Ρνώλ θαη Ιζνινγηζκόο. 

64
 Γηα παξάδεηγκα ην “Z-score” πνπ αλαπηύρζεθε από ηνλ Altman (1968), ην “O-score” πνπ πξνηάζεθε 

από ηνλ Ohlson (1980), ην Credit Underlying Securities Pricing (CUSP) ηεο Credit Suisse, ην KMV 

(Kealhofer, McQuown θαη Vasicek) πνπ παξέρεηαη από ηελ Moody‟s θαη ην Credit-grades πνπ 

δηακνξθώζεθε από ηελ S&P. Με ηνλ θαηξό ε δνκή απηώλ ησλ κνληέισλ εμειίρηεθε από απιέο 

γξακκηθέο παιηλδξνκήζεηο πνπ πεξηειάκβαλαλ ρξεκαηννηθνλνκηθνύο δείθηεο (Altman 1968, Ohlson 

1980) ζηα ππνδείγκαηα πνπ ρξεζηκνπνηνύλ ζήκεξα νη νίθνη αμηνιόγεζεο, ηα νπνία κπνξεί λα 

ζπλδπάδνπλ αλάιπζε ελδερόκελώλ απαηηήζεσλ (KMV, Credit-grades) κε δηαθνξεηηθέο πξνζεγγίζεηο 

αμηνιόγεζεο ηεο ρώξαο θαη ηνπ επηρεηξεκαηηθνύ θηλδύλνπ θαζώο θαη ηε ρξήζε εμεηδηθεπκέλσλ 

δεηθηώλ. 
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πιεξνθνξία απηή απνξξνθάηαη από ηηο πηζησηηθέο αγνξέο είλαη αθόκα αζαθήο. 

Δπνκέλσο, ε επηινγή ζπγθεθξηκέλσλ ρξενγξάθσλ, όληαο ε νπζία ηεο 

δηαπξαγκάηεπζεο κε βάζε ηελ εζσηεξηθή αμία, παξακέλεη κηα ζρεηηθά κε μεθάζαξε 

δηαδηθαζία. Παξάιιεια, κέξνο ησλ πιεξνθνξηώλ πνπ πεξηέρνληαη ζηηο πξνζερείο 

νηθνλνκηθέο θαηαζηάζεηο κπνξεί λα έρεη ιεθζεί ππόςε από πιεξνθνξεκέλνπο 

επελδπηέο πνπ εζηηάδνπλ ζηελ ζεκειηώδε αμία θαηά ηελ δηακόξθσζε ησλ 

ζηξαηεγηθώλ ηνπο, πξηλ από ηελ εκέξα αλαθνίλσζεο. Καηά κία έλλνηα, ε 

δηαπξαγκάηεπζε κε βάζε ηελ πιεξνθόξεζε δηεπθνιύλεη ηε ζύγθιηζε κεηαμύ ηεο 

ζεκειηώδνπο αμίαο ελόο πεξηνπζηαθνύ ζηνηρείνπ θαη ηεο ηηκήο ηνπ ζηελ αγνξά πξηλ 

ηελ επίζεκε αλαθνίλσζε ησλ νηθνλνκηθώλ θαηαζηάζεσλ. 

Σν δεύηεξν ζπζηαηηθό επηθεληξώλεηαη ζηελ επίδξαζε ηεο ζπζηεκηθήο 

ξεπζηόηεηαο ζηε δηακόξθσζε ηνπ αζθάιηζηξνπ πηζησηηθνύ θηλδύλνπ κηαο 

επηρείξεζεο. Η ηηκή ελόο πεξηνπζηαθνύ ζηνηρείνπ εμαξηάηαη από ηελ ηθαλόηεηα 

πξόζβαζεο ησλ αληηζηαζκηζηηθώλ θεξδνζθόπσλ ζηα απαηηνύκελα θεθάιαηα έηζη 

ώζηε λα εθαξκόδνπλ ηηο ζηξαηεγηθέο ηνπο, νη νπνίεο ζα νδεγήζνπλ ηηο ηηκέο ηεο 

αγνξάο πξνο έλα επίπεδν ηζνξξνπίαο. Ωο εθ ηνύηνπ, ε απνξξύζκηζε ζηηο αγνξέο 

ρξήκαηνο ή/θαη θεθαιαίνπ κπνξεί λα νδεγήζεη ζε κηα ζνβαξή δηαηαξαρή ζηελ αγνξά 

ησλ εθάζηνηε πεξηνπζηαθώλ ζηνηρείσλ. Πξάγκαηη, ε απόζπξζε ηεο ρξεκαηνδόηεζεο 

κεηά ηελ θαηάξξεπζε ηεο Lehman αλάγθαζε ηνπο αληηζηαζκηζηηθνύο θεξδνζθόπνπο 

λα ξεπζηνπνηήζνπλ ηηο ζέζεηο ηνπο, πξνθαιώληαο απόηνκε πηώζε ησλ ηηκώλ ησλ 

ρξενγξάθσλ. 

Καζώο νη αληηζηαζκηζηηθνί θεξδνζθόπνη έπαςαλ λα παξέρνπλ ξεπζηόηεηα θαη 

άξρηζαλ λα απαηηνύλ ξεπζηόηεηα από ηελ αγνξά, ην θόζηνο παξνρήο ξεπζηόηεηαο 

εθηηλαρζεί ζηα ύςε. πγθεθξηκέλα, ζηηο 16 επηεκβξίνπ 2008 ην θόζηνο πξόζβαζεο 
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ζηελ δηαηξαπεδηθή αγνξά ρσξίο εμαζθάιηζε ππεξηξηπιαζηάζηεθε
65

, θηάλνληαο ην 

6,4%. Σελ ίδηα ζηηγκή, ηα πνζνζηά πεξηθνπήο ζηηο ζπκθσλίεο επαλαγνξάο ηίηισλ, 

πιελ θξαηηθώλ νκνιόγσλ, απμήζεθαλ από επίπεδα θάησ ηνπ 1% πξηλ από ηελ 

θαηάξξεπζε ηεο Lehman ζε 45% (Gorton θαη Metrick 2011). Απμεκέλε αζύκκεηξε 

πιεξνθόξεζε θαηά ηελ πεξίνδν απηή, παξεκπόδηδε ηνπο επελδπηέο από ηνλ 

πξνζδηνξηζκό ηνπ πηζησηηθνύ θηλδύλνπ ηεο θάζε ηξάπεδαο. Ωο εθ ηνύηνπ, 

απαηηνύζαλ πςειόηεξε ακνηβή γηα ηελ παξνρή ρξεκαηνδόηεζεο πξνο όινπο ηνπο 

αληηζπκβαιιόκελνπο, ή ζην απόγεην ηνπ θόβνπ δπζκελνύο επηινγήο έγηλαλ εληειώο 

απξόζπκνη λα δαλείζνπλ. Η ζεκαληηθή αύμεζε ηνπ θόζηνπο άληιεζεο θεθαιαίσλ 

αθόκε θαη γηα κεγάιεο επελδπηηθέο ηξάπεδεο, πεξηόξηζε ηελ ηθαλόηεηά ηνπο λα 

αληινύλ βξαρππξόζεζκε ρξεκαηνδόηεζε, νδεγώληαο ηεο ζε ζεκαληηθή αύμεζε ηνπ 

θηλδύλνπ πηώρεπζεο ηνπο, όπσο αληηθαηνπηξίδνληαλ ζηα κέγεζνο ησλ πηζησηηθώλ 

πεξηζσξίσλ ηνπο ζηελ αγνξά πηζησηηθώλ παξαγώγσλ. 

Οη δαλεηζηέο πνπ παξείραλ ρξεκαηνδόηεζε κε εμαζθάιηζε (rehypothecation 

lenders) δελ ήηαλ πξόζπκνη λα αλαλεώζνπλ ηελ ρξεκαηνδόηεζή ηνπο όρη κόλν πξνο 

ηνπο αληηζηαζκηζηηθνύο θεξδνζθόπνπο (αληηζηαζκηζηηθά θεθάιαηα) αιιά θαη πξνο ηηο 

επελδπηηθέο ηξάπεδεο. Απηό νθείιεηαη ζην όηη νη αληηζπκβαιιόκελνη ηνπο ήηαλ πην 

επηξξεπείο ζε πηώρεπζε θαη νη ίδηνη ζηεξνύληαλ ππνδνκήο γηα ηε δηαρείξηζε ησλ 

θηλδύλσλ πνπ απέξξεαλ από ηελ θαηνρή ιηγόηεξν ξεπζηώλ ρξενγξάθσλ ζηα 

ραξηνθπιάθηά ηνπο. Καηά ζπλέπεηα, ε ηθαλόηεηα ησλ επελδπηηθώλ ηξαπεδώλ λα 

ρξεκαηνδνηήζνπλ ηόζν ηνπο ηζνινγηζκνύο ηνπο όζν θαη ηνπο πειάηεο ηνπο ήηαλ 

ζεκαληηθά κεησκέλε. Οπζηαζηηθά, νη πειάηεο ησλ επελδπηηθώλ ηξαπεδώλ 

αλαγθάζηεθαλ ζε απνκόριεπζε ζηα ραξηνθπιάθηά ηνπο, νδεγώληαο ζε πεξαηηέξσ 

                                                           
65

 ηηο 12 επηεκβξίνπ 2008, ην δηαηξαπεδηθό επηηόθην γηα δαλεηζκό ρσξίο εμαζθάιηζε αλεξρόηαλ ζε 

2.1%. 
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πηώζε ησλ ηηκώλ ησλ πεξηνπζηαθώλ ζηνηρείσλ. πλνςίδνληαο, ν θίλδπλνο 

ζπζηεκηθήο ξεπζηόηεηαο εηζέξρεηαη ζηα πηζησηηθά πεξηζώξηα σο έλα εμσγελέο 

θόζηνο ζπλαιιαγώλ πνπ πξέπεη λα ηηκνινγεζεί. Ωζηόζν, ζε πνην βαζκό ηα πηζησηηθά 

πεξηζώξηα ησλ εηαηξηώλ πεξηιακβάλνπλ αζθάιηζηξα γηα ηελ θάιπςε έλαληη ηνπ 

θηλδύλνπ ζπζηεκηθήο ξεπζηόηεηαο, ην νπνία απνξξένπλ από ηηο ζπλζήθεο ζηελ 

ηνπηθή ή/θαη ζηηο παγθόζκηεο αγνξέο, θαη θαηά πόζνλ απηά ηα αζθάιηζηξα 

επεξεάδνληαη από αιιαγέο ζηελ πηζηνιεπηηθή ηθαλόηεηα ηεο ρώξαο θαηαγσγήο ηεο 

επηρείξεζεο, παξακέλνπλ εθθξεκή δεηήκαηα πνπ δελ έρνπλ εξεπλεζεί κέρξη ηώξα. 

Η πιεξνθόξεζε γηα κηα εηαηξία κπνξεί λα είλαη δεκόζηα δηαζέζηκε ζε όινπο 

ή λα θαηέρεηαη κόλν από απηνύο πνπ έρνπλ εθ ησλ έζσ γλώζε. Γεκόζηεο 

πιεξνθνξίεο ρξεζηκνπνηνύληαη από ηνπο δηαπξαγκαηεπηέο λέσλ εηδήζεσλ, ελώ 

ηδησηηθέο πιεξνθνξίεο ρξεζηκνπνηνύληαη ηόζν από δηαπξαγκαηεπηέο πνπ εζηηάδνπλ 

ζηελ ζεκειηώδε αμία όζν θαη από αληηζηαζκηζηηθνύο θεξδνζθόπνπο θαηά ηε 

δηακόξθσζε ησλ ζηξαηεγηθώλ ηνπο. Οη επελδπηέο πνπ εζηηάδνπλ ζηελ ζεκειηώδε 

αμία ππόθεηληαη ζηνλ θίλδπλν δπζκελνύο επηινγήο από ηνλ εηδηθό δηαπξαγκαηεπηή 

(dealer), ζε πεξίπησζε πνπ απηόο πηζηεύεη όηη νη επελδπηέο θαηέρνπλ πνιύηηκεο 

ηδησηηθέο πιεξνθνξίεο. Γειαδή, θαηά ηελ εθαξκνγή ησλ ζηξαηεγηθώλ ηνπο νη 

δηαπξαγκαηεπηέο πνπ εζηηάδνπλ ζηελ ζεκειηώδε αμία πξέπεη λα επσκηζηνύλ κε ηπρόλ 

ηδηνζπγθξαζηαθά θόζηε ξεπζηόηεηαο, ηα νπνία απνξξένπλ από ηνλ θίλδπλν 

δπζκελνύο επηινγήο ή/θαη ηελ αβεβαηόηεηα θαηά ηνλ πξνζδηνξηζκό ηεο ηηκήο ησλ 

πεξηνπζηαθώλ ζηνηρείσλ. Οη πξνζαπμήζεηο απηέο πνπ απαηηνύληαη από ηνλ πάξνρν 

ξεπζηόηεηαο είλαη ελδνγελείο, θαζώο ππόθεηληαη ηόζν ζηελ αμία ηνπ πεξηνπζηαθνύ 

ζηνηρείνπ όζν θαη ζηνλ αληηζπκβαιιόκελν πνπ ζπκκεηέρεη ζηε ζπλαιιαγή. 

Καηά κία έλλνηα, νη πξαθηηθέο γηα ηνλ θαζνξηζκό ησλ ηηκώλ πνπ 

αθνινπζνύληαη από ηνπο εηδηθνύο δηαπξαγκαηεπηέο ζπκβάινπλ ζηε δηακόξθσζε ησλ 
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θεξδώλ ησλ επελδπηώλ πνπ εζηηάδνπλ ζηελ εζσηεξηθή αμία. Η δηαπίζησζε απηή 

γελλά δύν θαίξηα εξσηήκαηα. Σν πξώην αθνξά ην θαηά πόζνλ νη δηαπξαγκαηεπηέο 

ηαμηλνκνύλ ζσζηά ηνπο αληηζπκβαιιόκελνπο ηνπο ζε πιεξνθνξεκέλεο θαη κε, βάζεη 

ησλ ππεξβάιινπζσλ απνδόζεσλ πνπ απηνί κεηαγελέζηεξα θεξδίδνπλ. Μηα εθδήισζε 

ηνπ θόζηνπο δπζκελνύο επηινγήο κπνξεί λα είλαη ην αζθάιηζηξν πνπ νη εηδηθνί 

δηαπξαγκαηεπηέο ρξεώλνπλ ηνπο πιεξνθνξεκέλνπο πειάηεο ηνπο. Δλώ, ην δεύηεξν 

ζρεηίδεηαη κε ην θαηά πόζν ε ζηξαηεγηθή πνπ αθνινπζνύλ νη δηαπξαγκαηεπηέο 

απνδεηθλύεηαη θεξδνθόξα θαη γηα ηνπο ίδηνπο. Με άιια ιόγηα, ην θαηά πόζν νη 

δηαπξαγκαηεπηέο κπνξεί λα «πξνιακβάλνπλ» ηνπο πιεξνθνξεκέλνπο επελδπηέο, έηζη 

ώζηε λα παίξλνπλ κέξνο από ηα θέξδε ηνπο, είλαη θάηη πνπ δελ έρεη αθόκα 

δηεξεπλεζεί. 

Οη αγνξέο πηζησηηθνύ θηλδύλνπ καο πξνζθέξνπλ ηελ επθαηξία λα 

αμηνινγήζνπλ ηε ζεκαληηθόηεηα όισλ απηώλ ησλ ζπζηαηηθώλ ζηνηρείσλ θαη λα 

επηβεβαηώζνπκε ηνλ κεραληζκό πνπ θξύβεηαη πίζσ από ην ζρεκαηηζκό ηνπο. Γηα ην 

ζθνπό απηό, επηδηώθνπκε ζην πιαίζην ηεο παξνύζαο κειέηεο κηα εθηεηακέλε έξεπλα 

ηνπ πιεξνθνξηαθνύ πεξηερνκέλνπ θαη ησλ θνζηώλ ζπλαιιαγήο ησλ πηζησηηθώλ 

πεξηζσξίσλ. Γηα λα ην θάλνπκε απηό, εθηείλνπκε ηελ εκπεηξηθή καο έξεπλα ζε ηξία 

δηαθξηηά κέξε, όπνπ ην θάζε έλα δξα ζπκπιεξσκαηηθά ησλ άιισλ. Γειαδή, θάζε 

ηκήκα ηεο αλάιπζήο καο εζηηάδεη ζε έλα δηαθνξεηηθό ζπζηαηηθό πνπ πεξηέρεηαη ζηα 

πηζησηηθά πεξηζώξηα κηαο επηρείξεζεο. 

Αξρηθά, δηαθξίλνπκε ηε δηαπξαγκάηεπζε κε βάζε ηελ πιεξνθόξεζε από ηελ 

αλαθνίλσζε ησλ νηθνλνκηθώλ θαηαζηάζεσλ ζε δηαθνξεηηθνύο ηύπνπο. Με άιια 

ιόγηα, εληνπίδνπκε πνηα είλαη ηα ρξήζηκα θνκκάηηα ησλ πιεξνθνξηώλ πνπ 

πεξηέρνληαη ζηηο νηθνλνκηθέο θαηαζηάζεηο κηαο επηρείξεζεο θαη ηα νπνία 

πξνζειθύνπλ ηελ πξνζνρή ηνπ θάζε ηύπνπ επελδπηή. Λακβάλνληαο ππόςε όηη νη 
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ζηξαηεγηθέο αληηζηαζκηζηηθήο θεξδνζθνπίαο κεηαμύ ηεο αγνξά κεηνρώλ θαη ηεο 

αγνξάο πηζησηηθώλ παξαγώγσλ (CDS) ππνδειώλνπλ όηη ε δηαδηθαζία πξνζδηνξηζκνύ 

ησλ ηηκώλ ζηελ κία αγνξά ζα πξέπεη λα επεξεάδεη ηηο ηηκέο ζηελ άιιε θαη 

αληηζηξόθσο, εμεηάδνπκε ηελ ζεκαληηθόηεηα ησλ δεκνζηεπκέλσλ νηθνλνκηθώλ 

θαηαζηάζεσλ γηα ηνλ δηαπξαγκαηεπηή πνπ εζηηάδεη ζηελ ζεκειηώδε αμία ζηελ αγνξά 

CDS. Οπζηαζηηθά, νη δηαζέζηκεο πιεξνθνξίεο γηα ηνπο δηαπξαγκαηεπηέο CDS δξνπλ 

σο έλα άλσ όξην πιεξνθόξεζεο ζηε δηακόξθσζε ησλ πηζησηηθώλ πεξηζσξίσλ, ελώ 

ηα πεξηζώξηα ησλ CDS κεηά ηελ αθαίξεζε ηεο πιεξνθνξίαο ησλ δηαπξαγκαηεπηώλ 

ζηελ αγνξά κεηνρώλ παξέρνπλ ην αληίζηνηρν θάησ όξην. 

Αλαιπηηθόηεξα, αθνινπζείηαη κηα πξνζέγγηζε δύν ζηαδίσλ ώζηε λα 

δηεξεπλεζεί ε επηπξόζζεηε επεμεγεκαηηθή ηθαλόηεηα κηαο εθηελνύο ιίζηαο66 

ρξεκαηννηθνλνκηθώλ δεηθηώλ σο ελ δπλάκεη παξαγόλησλ πνπ ζρεηίδνληαη κε ηηο 

κεηαβνιέο ζηα πηζησηηθά πεξηζώξηα. ην πξώην ζηάδην αθαηξνύκε από ηα πηζησηηθά 

πεξηζώξηα ην κέξνο ηεο πιεξνθνξίαο πνπ ππάξρεη ήδε ζηελ αγνξά κεηνρώλ ή 

αληηθαηνπηξίδεη ηηο γεληθόηεξεο καθξννηθνλνκηθέο ζπλζήθεο ηεο νηθνλνκίαο. Έπεηηα, 

ζην δεύηεξν ζηάδην αμηνινγνύληαη κηα ζεηξά από ρξεκαηννηθνλνκηθνύο δείθηεο γηα 

ηελ εξκελεπηηθή ηνπο ηθαλόηεηα ζην αλεξκήλεπην (unexplained) κέξνο ησλ 

πηζησηηθώλ πεξηζσξίσλ πνπ πξνθύπηεη από ην πξώην ζηάδην. Σέινο, αμίδεη λα 

ζεκεησζεί όηη ε επηινγή ησλ ρξεκαηννηθνλνκηθώλ δεηθηώλ δελ γίλεηαη ad hoc, αιιά 

κε βάζε ηε κεζνδνινγία LASSO (Least Absolute Shrinkage and Selection Operator)  

ε νπνία ζπλδπάδεη ηελ θεηδώ ζηελ επηινγή κεηαβιεηώλ κε ηελ βειηηζηνπνίεζε ηεο 

πξνβιεπηηθήο ηθαλόηεηαο ηνπ ππνδείγκαηνο. 

Σα απνηειέζκαηά καο δείρλνπλ όηη νη επελδπηέο πνπ εζηηάδνπλ ζηελ 
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 Δμεηάδνληαη ζπλνιηθά 43 ρξεκαηννηθνλνκηθνί δείθηεο. 
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εζσηεξηθή αμία (value traders) είλαη νη θύξηνη θεξδνζθόπνη ζηελ αγνξά CDS, αθνύ ε 

ζεκειηώδε αλάιπζε εκθαλίδεηαη ζεκαληηθή ζηνλ πξνζδηνξηζκό ησλ κεηαβνιώλ ησλ 

πηζησηηθώλ πεξηζσξίσλ. Δλώ, ε δηαπξαγκάηεπζε κε βάζε λέεο εηδήζεηο είλαη 

νπζηώδεο κόλν γύξσ από ηελ εκεξνκελία αλαθνίλσζεο γηα πιεξνθνξίεο πνπ 

αθνξνύλ ηελ θεξδνθνξία ηεο επηρείξεζεο θαζώο θαη ηελ πξνζηαζία πνπ ηηο παξέρνπλ 

νη ηακεηαθέο ξνέο ηεο. πλνιηθά, νη ρξεκαηννηθνλνκηθνί δείθηεο είλαη ζηαηηζηηθά 

ζεκαληηθνί γηα ηελ ηηκνιόγεζε ησλ πηζησηηθώλ πεξηζσξίσλ, αθόκα θαη κεηά ηελ 

ελζσκάησζε ησλ πιεξνθνξηώλ πνπ ππάξρνπλ ήδε ζηελ αγνξά κεηνρώλ ή ην 

επξύηεξν καθξννηθνλνκηθό πεξηβάιινλ. Σν εύξεκα απηό ππνδειώλεη όηη κέξνο ησλ 

ρξεκαηννηθνλνκηθώλ πιεξνθνξηώλ ησλ νηθνλνκηθώλ θαηαζηάζεσλ κηαο εηαηξίαο 

αλαθαιύπηεηαη κέζσ ελαιιαθηηθώλ αγνξώλ, ην νπνίν βξίζθεηαη ζε αληηζηνηρία θαη κε 

ηα δνκηθά κνληέια (structural models) ηα νπνία ιακβάλνπλ ππόςε κεηαβιεηέο ηεο 

αγνξάο. Πξάγκαηη, είλαη πηζαλό νη αληηζηαζκηζηηθνί θεξδνζθόπνη (arbitrageurs) λα 

θεξδίδνπλ κέζσ ησλ ζπλαιιαγώλ ηνπο ηόζν ζηηο αγνξέο κεηνρώλ όζν θαη ζηηο αγνξέο 

CDS. 

Οη κεηαβνιέο ησλ ρξεκαηννηθνλνκηθώλ δεηθηώλ απνξξνθώληαη ζηαδηαθά από 

ηελ αγνξά ησλ CDS, κε έλα ζεκαληηθό κέξνο λα έρεη ήδε ελζσκαησζεί ζηα 

πηζησηηθά πεξηζώξηα κηαο επηρείξεζεο αξθεηά πξηλ από ηελ εκεξνκελία 

αλαθνίλσζεο. Σν κέξνο απηό αληαλαθιά επίζεο ηηο πιεξνθνξίεο πνπ έρνπλ ήδε 

δηαδνζεί ζηελ αγνξά πξηλ από ηελ επίζεκε θπθινθνξία ησλ νηθνλνκηθώλ 

θαηαζηάζεσλ (π.ρ. έθδνζε λέσλ νκνιόγσλ πνπ νδεγεί ζε αύμεζε ηεο κόριεπζεο). 

Δπηπξόζζεηα, ε αγνξά ησλ CDS θαίλεηαη λα πξνεγείηαη ηεο αγνξάο κεηνρώλ ζηελ 

αθνκνίσζε νξηζκέλσλ ρξεκαηννηθνλνκηθώλ δεηθηώλ, ηόζν πξηλ όζν θαη κεηά ηελ 

εκεξνκελία αλαθνίλσζεο ησλ νηθνλνκηθώλ θαηαζηάζεσλ. Δπνκέλσο, επηβεβαηώλεηαη 

ηόζν ε πξνηίκεζε ησλ πιεξνθνξεκέλσλ δηαπξαγκαηεπηώλ γηα ηελ αγνξά CDS, όζν 
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θαη ν εμηζνξξνπεηηθόο ξόινο ησλ αληηζηαζκηζηηθώλ θεξδνζθόπσλ (arbitrageurs) 

κεηαμύ ησλ δύν αγνξώλ. Σα απνηειέζκαηα καο αθόκα επαιεζεύνπλ ηελ αζύκκεηξε 

επίδξαζε ησλ ρξεκαηννηθνλνκηθώλ δεηθηώλ ζηελ αληίιεςε ηεο αγνξάο αλαθνξηθά κε 

ηνλ πηζησηηθό θίλδπλν κηαο επηρείξεζεο, κε ην λα θαηαδεηθλύνπλ κεηαβνιέο ζην 

κέγεζνο θαη ζηε ζηαηηζηηθή ζεκαληηθόηεηα κεηαμύ ησλ αλεμάξηεησλ κεηαβιεηώλ 

πνπ νδεγνύλ ζηελ δηεύξπλζε ζε ζρέζε κε ηελ κείσζε ησλ πηζησηηθώλ πεξηζσξίσλ. 

Σέινο, ηα επξήκαηά καο δείρλνπλ όηη νη επελδπηέο πνπ εζηηάδνπλ ζηελ εζσηεξηθή 

αμία (value traders) έρνπλ ήδε ηηκνινγήζεη πξηλ από ηελ εκεξνκελία αλαθνίλσζεο 

έλα κέξνο ησλ επηθείκελσλ αξλεηηθώλ θαη ζεηηθώλ εηδήζεσλ πνπ ζρεηίδνληαη κε ηελ 

κόριεπζε θαη ηε ξεπζηόηεηαο κηαο επηρείξεζεο. Δλώ, ηα πεξηζζόηεξα από ηα θαιά 

θαη ηα θαθά λέα "έθπιεμε" όζνλ αθνξά ηελ θεξδνθνξία κηαο επηρείξεζεο 

απνξξνθώληαη γύξσ από ηελ εκεξνκελία αλαθνίλσζεο. 

ην δεύηεξν κέξνο ηεο εκπεηξηθήο απηήο κειέηεο ρξεζηκνπνηείηαη ε 

κεζνδνινγία dynamic panel γηα λα επηβεβαησζεί αξρηθά όηη ν θίλδπλνο ζπζηεκηθήο 

ξεπζηόηεηαο ηηκνινγείηαη ζηα πηζησηηθά πεξηζώξηα ησλ εηαηξηώλ. Έπεηηα, εμεηάδεηαη 

εάλ ππάξρεη νπνηαδήπνηε δηαθνξνπνίεζε ζηελ επίδξαζή ηνπ θηλδύλνπ ζπζηεκηθήο 

ξεπζηόηεηαο αλάινγα κε ηελ ρώξα ή/θαη ηνλ θιάδν ζηελ νπνία εδξεύεη κηα εηαηξία, 

θαζώο θαη πσο επηδξά ν ελ ιόγσ θίλδπλνο ζηα πηζησηηθά πεξηζώξηα κηα εηαηξία ζε 

πεξηπηώζεηο κεηαβνιώλ ηεο πηζηνιεπηηθήο αμηνιόγεζεο ηεο ρώξαο θαηαγσγήο. 

Σα επξήκαηά καο δείρλνπλ κηα εμσγελήο ζπληζηώζα θόζηνπο πνπ ζρεηίδεηαη 

κε ηνλ θίλδπλν ζπζηεκηθήο ξεπζηόηεηαο ζηα πηζησηηθά πεξηζώξηα ησλ εηαηξηώλ, ε 

νπνία ζρεηίδεηαη κε ην γεγνλόο όηη νη δηαπξαγκαηεπηέο είλαη εθηεζεηκέλνη ζε θίλδπλν 

ρξεκαηνδόηεζεο κέζσ ηεο αγνξάο ρξήκαηνο, θαη επνκέλσο ζα πξέπεη λα ηνλ 

ελζσκαηώζνπλ θαηά ηελ δηαδηθαζία πξνζδηνξηζκνύ ηνπ ύςνπο ησλ εηαηξηθώλ 

πηζησηηθώλ πεξηζσξίσλ. Από ηελ αλάιπζε επαηζζεζίαο αλά ρώξα πξνθύπηεη όηη ε 
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αύμεζε ηνπ ζπζηεκηθνύ θηλδύλνπ ξεπζηόηεηαο ζηε Βόξεηα Ακεξηθή, όπσο απηόο 

αληαλαθιάηαη ζην TED spread, κεηώλεη ηα πηζησηηθά πεξηζώξηα ησλ εηαηξηθώλ πνπ 

βξίζθνληαη εθηόο Βόξεηαο Ακεξηθήο. Καηά κία έλλνηα, ηα απνηειέζκαηά καο 

ζπκπιεξώλνπλ ηελ βηβιηνγξαθία πνπ δηεξεπλά αιπζηδσηέο επηπηώζεηο (contagion 

effects) κεηαμύ ησλ ρσξώλ, κε ην λα εληνπίδεη πώο ν απμεκέλνο θίλδπλνο ζπζηεκηθήο 

ξεπζηόηεηαο ζηηο ΗΠΑ κπνξεί λα κεηαθξαζηεί ζε κεηαβνιέο ησλ πηζησηηθώλ 

πεξηζσξίσλ γηα ηηο επηρεηξήζεηο πνπ βξίζθνληαη εθηόο ησλ ΗΠΑ. 

Από ηελ άιιε πιεπξά, ε αύμεζε ζηνλ εγρώξην θίλδπλν ζπζηεκηθήο 

ξεπζηόηεηαο, όπσο αληηθαηνπηξίδεηαη ζηελ αύμεζε ησλ δηαηξαπεδηθώλ επηηνθίσλ 

πάλσ από ηα GCRR67, δηεπξύλεη ηα πηζησηηθά πεξηζώξηα ησλ ηνπηθώλ επηρεηξήζεσλ. 

Η αλάιπζε αλά θιάδν δείρλεη όηη νη εθδόζεηο από ρξεκαηνπηζησηηθά ηδξύκαηα, ζε 

όιεο ηηο ρώξεο πνπ εμεηάζηεθαλ, είλαη πην επάισηεο ζην ζπζηεκηθό θίλδπλν 

ξεπζηόηεηαο ζε ζύγθξηζε κε ηηο εθδόζεηο από κε ρξεκαηνπηζησηηθέο επηρεηξήζεηο. 

πλνςίδνληαο, ηα θόζηε ζπζηεκηθήο ξεπζηόηεηαο εμαξηώληαη όρη κόλν από ηηο 

ζπλζήθεο θηλδύλνπ ζπζηεκηθήο ξεπζηόηεηαο εληόο ηεο ρώξαο ζηελ νπνίν εδξεύεη ε  

επηρείξεζεο, αιιά θαη από ηηο ζπλζήθεο εθηόο ηεο ρώξαο, θαζώο θαη από ηνλ θιάδν 

ζηνλ νπνίν αλήθεη ε επηρείξεζε. 

Δπηπξόζζεηα, αιιαγέο ζηελ πηζηνιεπηηθή ηθαλόηεηα ηεο ρώξαο θαηαγσγήο 

κηαο επηρείξεζεο, επεξέαζαλ ηα θόζηε ηνπ θηλδύλνπ ζπζηεκηθήο ξεπζηόηεηαο ζηα 

πηζησηηθά πεξηζώξηα ηεο. Σα απνηειέζκαηά καο δείρλνπλ όηη όηαλ κηα ρώξα 

ππνβαζκίζηεθε κία αύμεζε ηνπ πεξηζσξίνπ TED επηδείλσζε ηελ δηεύξπλζε ησλ 

εηαηξηθώλ πηζησηηθώλ πεξηζσξίσλ. Καηά κία έλλνηα, θαηαδεηθλύνληαο ηελ απμεκέλε 

εππάζεηα ηεο ρώξαο πνπ ππνβαζκίζηεθε ζε ζπζηεκηθέο θξίζεηο. Δλώ, όηαλ ε  

                                                           
67

 General Collateral Repo Rates. 



318 

 

αλαβάζκηζε κηαο ρώξαο ζπλέπεζε κε ηελ αύμεζε ηνπ ζπζηεκηθνύ θηλδύλνπ 

ξεπζηόηεηαο εθηόο ηεο ρώξαο, ηα πηζησηηθά πεξηζώξηα ησλ εγρώξησλ επηρεηξήζεσλ 

κεηώζεθαλ πεξαηηέξσ. Με άιια ιόγηα, νη αιιαγέο ζηελ αμηνιόγεζε ηεο 

πηζηνιεπηηθήο ηθαλόηεηαο κηαο ρώξαο αύμεζαλ/ελέηεηλαλ ηνλ αληίθηππν ηνπ θηλδύλνπ 

ζπζηεκηθήο ξεπζηόηεηαο ζηα πηζησηηθά πεξηζώξηα ησλ εγρώξησλ εηαηξηώλ. 

Σέινο, θαηαδεηθλύεηαη όηη ηα CDS ησλ επηρεηξήζεσλ πνπ βξίζθνληαλ ζηηο 

επάισηεο νηθνλνκίεο νη νπνίεο όκσο είραλ ζεηηθέο πξννπηηθέο, κεηώζεθαλ ιόγσ 

ηνπηθώλ ελώ δηεπξύλζεθαλ ιόγσ παγθόζκησλ απμήζεσλ ζηνλ θίλδπλν ζπζηεκηθήο 

ξεπζηόηεηαο. Ήηνη, ε αζηαζήο νηθνλνκηθή θαηάζηαζε κηαο ρώξαο θαηέζηεζε ηηο 

επηρεηξήζεηο ηεο πην επηξξεπείο ζηηο αξλεηηθέο παγθόζκηεο εμειίμεηο. πλνιηθά, ε 

αλάιπζή καο δείρλεη όηη ε ζπληζηώζα ησλ πηζησηηθώλ πεξηζσξίσλ πνπ ζρεηίδεηαη κε 

ην θόζηνο ζπζηεκηθήο ξεπζηόηεηα, ην νπνίν νη επελδπηέο πνπ εζηηάδνπλ ζηελ 

εζσηεξηθή αμία πξέπεη λα επσκηζηνύλ, εμαξηάηαη θαη από ηηο αιιαγέο ζηελ 

πηζηνιεπηηθή ηθαλόηεηα ηεο ρώξαο ζηελ νπνία εδξεύεη ε επηρείξεζε. 

Σν ηξίην κέξνο ηεο κειέηεο απηήο εζηηάδεη ζην θαηά πόζνλ ε δηαδηθαζία 

θαζνξηζκνύ ηηκώλ από ηνπο δηαπξαγκαηεπηέο πνηθίιιεη αλάινγα κε ην αλ νη 

αληηζπκβαιιόκελνη ηνπο αλήθνπλ ζε δηαθνξεηηθέο θαηεγνξίεο επελδπηώλ. Σα 

εκπεηξηθά ζηνηρεία δείρλνπλ όηη νη δηαπξαγκαηεπηέο ηαμηλνκνύλ εθ ησλ πξνηέξσλ 

ηνπο αληηζπκβαιιόκελνπο ηνπο ζε πιεξνθνξεκέλνπο θαη κε κε βάζε ηελ ηαπηόηεηά 

ηνπο, επηβαξύλνληάο ηνπο αληίζηνηρα κε επηπιένλ θόζηνο ιόγσ ηεο «κεξνιεςίαο» 

ηνπο. Γειαδή, ε αλάιπζή καο εληνπίδεη κηα επηπιένλ παξάκεηξν πνπ νη εηδηθνί 

δηαπξαγκαηεπηέο ιακβάλνπλ ππόςε θαηά ηε δηαδηθαζία θαζνξηζκνύ ηηκώλ, εθηόο 

από ην κέγεζνο, ηελ θαηεύζπλζε θαη ηελ αθνινπζία ησλ ηειεπηαίσλ εληνιώλ πνπ 

απηνί εθηεινύλ ζύκθσλα κε ηε ζεσξία ηεο κηθξνδνκήο ηεο αγνξάο. Με ηνλ ηξόπν 

απηό, νη δηαπξαγκαηεπηέο επηθαηξνπνηνύλ αλάινγα ηηο πξνζδνθίεο ηνπο ζρεηηθά κε 
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ηελ αλακελόκελε ηηκή ελόο ρξενγξάθνπ, θαη θαηά κία έλλνηα, πξνζπαζνύλ λα 

κνηξαζηνύλ κέξνο ησλ θεξδώλ ησλ πιεξνθνξεκέλσλ επελδπηώλ. Με άιια ιόγηα, ηα 

επξήκαηά καο ππνδεηθλύνπλ ηελ παξνπζία ελόο ελδνγελνύο θόζηνπο ζηα πηζησηηθά 

πεξηζώξηα ησλ εηαηξηώλ, θαζώο νη δηαπξαγκαηεπηέο ππεξρξεώλνληαη από ηνλ πάξνρν 

ξεπζηόηεηαο (dealer).  

Γηα ηελ πεξαηηέξσ ηεθκεξίσζε ησλ παξαπάλσ εκπεηξηθώλ ζπκπεξαζκάησλ 

ζπκπιεξώλνπκε ηελ αλάιπζε καο κε έλα ζεσξεηηθό κνληέιν, πνπ ελζσκαηώλεη ηελ 

θαηεγνξία ηνπ επελδπηή σο επηπιένλ κεηαβιεηή ζηε δηαδηθαζία θαζνξηζκνύ ηηκώλ 

πνπ αθνινπζείηαη από ηνπο εηδηθνύο δηαπξαγκαηεπηέο, θαζώο θαη κε κηα άζθεζε 

πξνζνκνίσζεο. Σα απνηειέζκαηα ηεο άζθεζεο πξνζνκνίσζεο δείρλνπλ όηη ε 

θαηαλνκή ησλ θεξδώλ ελόο εηδηθνύ δηαπξαγκαηεπηή πνπ ρξεζηκνπνηεί ην επεθηακέλν 

κνληέιν δηαδνρηθώλ ζπλαιιαγώλ είλαη ζεκαληηθά πςειόηεξε ζε ζρέζε κε ηελ 

αληίζηνηρε θαηαλνκή θεξδώλ πνπ ζα είρε ηύρεη αλ είρε ρξεζηκνπνηεζεί ην κνληέιν 

ησλ Easley O‟Hara (1992). 

Λακβάλνληαο ππόςε όηη νη ππεξβάιινπζεο απνδόζεηο πνπ απνιακβάλεη θάζε 

θαηεγνξία επελδπηώλ πξέπεη λα είλαη αλάινγεο κε ην επίπεδν ηεο ηδησηηθήο 

πιεξνθόξεζεο πνπ δηαζέηεη, ηα απνηειέζκαηα καο δείρλνπλ όηη νη ζεζκηθνί 

επελδπηέο θεξδίδνπλ ζπρλόηεξα ελώ νη πειάηεο ιηαληθήο ράλνπλ ηηο πεξηζζόηεξεο 

θνξέο κεηά από θάπνηα ζπλαιιαγή ηνπο, γηα κηα ζεηξά από επελδπηηθνύο νξίδνληεο. 

Απηό ηζρύεη ηόζν γηα ηηο εκέξεο πξηλ όζν θαη γηα ηηο εκέξεο κεηά ηελ εκεξνκελία 

ζπλαιιαγήο. Ωο εθ ηνύηνπ, νη δηαπξαγκαηεπηέο έρνπλ δίθην ζηελ εθ ησλ πξνηέξσλ 

ηαμηλόκεζε ησλ ζεζκηθώλ επελδπηώλ σο πιεξνθνξεκέλσλ (value traders) θαη ησλ 

πειαηώλ ιηαληθήο σο κε πιεξνθνξεκέλσλ (noise traders). 

Η πξναλαθεξζείζα ηαμηλόκεζε απνδεηθλύεηαη επίζεο όηη είλαη πνιύ πην 

επηθεξδήο θαη γηα ηνπο ίδηνπο ηνπο δηαπξαγκαηεπηέο ζε ζρέζε κε κηα απινπζηεπκέλε 
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ζηξαηεγηθή πνπ ζα θαηεγνξηνπνηνύζε όινπο ηνπο επελδπηέο σο κε 

πιεξνθνξεκέλνπο. ηελ νπζία, νη εηδηθνί δηαπξαγκαηεπηέο θαίλεηαη λα 

πξνιακβάλνπλ (front-run) κε επηηπρία ηνπο πιεξνθνξεκέλνπο επελδπηέο πνπ 

εζηηάδνπλ ζηελ εζσηεξηθή αμία (value traders). Σέινο, νη δηαπξαγκαηεπηέο, όληαο νη 

δηακνξθσηέο ησλ ηηκώλ ζηελ αγνξά, εκθαλίδνληαη πην απνηειεζκαηηθνί ζηελ 

ελζσκάησζε ζηηο ηηκέο ηνπο ησλ πιεξνθνξηώλ πνπ απνξξένπλ από ηελ αλαθνίλσζε 

λέσλ εηδήζεσλ. Πξάγκαηη, νη δηαπξαγκαηεπηέο είλαη απηνί πνπ επσθεινύληαη ηηο 

πεξηζζόηεξεο θνξέο από ζπλαιιαγέο πνπ πξνθύπηνπλ κεηά από λέεο δεκόζηεο 

αλαθνηλώζεηο. Καηά κία έλλνηα, ε αλάιπζή καο επηβεβαηώλεη όηη νη επελδπηέο πνπ 

εζηηάδνπλ ζηελ εζσηεξηθή αμία (value traders) είλαη ν θύξηνο ηύπνο ησλ 

θεξδνζθόπσλ, ελώ απηνί πνπ βαζίδνληαη ζε λέεο εηδήζεηο (news traders) είλαη νη 

δηαπξαγκαηεπηέο (dealers).  

Σα επξήκαηα απηήο ηεο εκπεηξηθήο κειέηεο  έρνπλ κηα ζεηξά από ζεκαληηθέο 

ζπλέπεηεο γηα δηάθνξα εκπιεθόκελα κέξε. Απηέο πεξηιακβάλνπλ, κεηαμύ άιισλ, ηηο 

αθόινπζεο: 

1. Τβξηδηθά κνληέια, ηα νπνία ζπλδπάδνπλ κεηαβιεηέο ηόζν από ηηο 

νηθνλνκηθέο θαηαζηάζεηο κηαο επηρείξεζεο όζν θαη από ηελ αγνξά κεηνρώλ, 

είλαη απηά πνπ ρξεζηκνπνηνύληαη από ηνπο θεξδνζθόπνπο. 

2. Ο θίλδπλνο πηώρεπζεο δελ είλαη δπλαηόλ λα ζπλαρζεί ζην ζύλνιό ηνπ από ηελ 

αγνξά κεηνρώλ. 

3. Η αλαγλώξηζε ησλ αζύκκεηξσλ επηπηώζεσλ ησλ παξαγόλησλ πνπ νδεγνύλ ηε 

κείσζε έλαληη ηεο δηεύξπλζεο ησλ πηζησηηθώλ πεξηζσξίσλ κπνξεί λα καο 

βνεζήζεη ζηελ θαηαζθεπή ηεο ζπλάξηεζεο ρξεζηκόηεηαο ησλ επελδπηώλ πνπ 

απνζηξέθνληαη ηνλ θίλδπλν ζηελ αγνξά. Παξάιιεια, κπνξεί λα ζπλεηζθέξεη 
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ζηελ θαιύηεξε δηαρείξηζε ηνπ θηλδύλνπ πνπ αλαιακβάλνπλ νη επελδπηέο, 

θαζώο θαη ζηελ νξζόηεξε δηακόξθσζε ησλ επελδπηηθώλ ζηξαηεγηθώλ ηνπο. 

4. Ο θίλδπλνο ζπζηεκηθήο ξεπζηόηεηαο δελ κπνξεί λα αγλνεζεί ζηελ 

ηηκνιόγεζε ηνπ πηζησηηθνύ θηλδύλνπ, δεδνκέλνπ όηη επηβαξύλεη κε ζεκαληηθά 

επηπξόζζεηα θόζηε ηα πηζησηηθά πεξηζώξηα ησλ εηαηξηώλ. 

5. Δπηβεβαηώλεηαη ε θαηαιιειόηεηα ησλ κέηξσλ πνπ πήξαλ νη θεληξηθέο 

ηξάπεδεο ζηηο ΗΠΑ θαη ζηελ Δπξώπε γηα λα ζηεξίμνπλ ην ρξεκαηνπηζησηηθό 

ζύζηεκα θαηά ηε δηάξθεηα ηεο ηειεπηαίαο νηθνλνκηθήο θξίζεο. 

6. Σα ππνδείγκαηα πνπ αλαιύνπλ ηνλ θίλδπλν δπζκελνύο επηινγήο ή ην 

κεραληζκό θαζνξηζκνύ ηηκώλ πξέπεη λα ιακβάλνπλ ππόςε θάπνην είδνο 

«κεξνιεςίαο» έλαληη ηνπ εθάζηνηε αληηζπκβαιινκέλνπ, από ηε ζθνπηά ηνπ 

εηδηθνύ δηαπξαγκαηεπηή (dealer). 


