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Tovg PonBAd va KAVOLV TTPAYUATIKOTITA TA OVEIPA TOVE, TTPOCPEPOVTAS TAPAAANAQ
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TPOCEPEPAV OAQ AUTA TA XPOVIA TOUE YOVEIG OV KAL TNV adep@r) Hov.

Avaotaoia
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EIIITEAIKH XYNOWH

Ot av€avopeveg OSuvatdOTNTEG TWV EPYOAEIWV KAl TEXVIKWV ETIXEIPTUATIKNG
AVAAVTIKNG Kal 1] 5€00UEVOKEVTPIKT) ANYPT] TWV ATTOPACEDV EXOVV TIAEOV UITEL OTNV
at¢évia moMwv emyelpnoenv. O1 gumopol AlAVIKNG TWANCNG CULVAAEYOUV KAl
amoBnkevovv kaBnueptva ToAAA kal Sragopetikd €idn deSouévwv oXeTIKA Ue Toug
meAdteg Tovg. Méoa og auto To mePIBAarov, ta amo Tig LEYAADTEPES PLAOSOELES TOVG

elvar va fpeboliv Katvotopol TpoOIot a&lomoinong Tmv CLAAEYOUEVWY Sedopevmv.

Edav Aoutov, oAa avtd ta 6edopeva avaivbBoiv cmwotd, pmopolv va Ponbrnoovv toug
AlavepTopovg va €pOouv o KOVTA PE TOVG TTEAATES TOVG, VA EVIOMIOOUV TA Stapopa
TUNUATA TV TEAATOV TOVG (shopper segments), va KATAVOTGOLV TN CUUTEPIPOPA
TOLG KA1 va KaBodNyroouv T000 TIg LEAAOVTIKES OTPATNYIKES, 000 KAl TIg kKaOnuepveg
Spaotnpiomtég tovg (Sharma, Mithas and Kankanhalli, 2014). H katatunon twv
ayopaotwv (shopper segmentation) eival pia mapadooiaxrn kat Bepelwdng vvola
oto papketivyk (Wilkie, 1978). Ot ayopaotég o kabe Tunua exovv ta idia 1) mapopoia
XAPAKTNPIOTIKA KAl UITOPOVV VA 1KAVOIToBovv ammd mapopold Hiylata HapKETIVYK

(Hong and Kim, 2012).

Q0T1000, OTIC HEPEG LA O CUYXPOVOC AYOPATTHG £XEL AAAAEEL, avadnTA OLVEX®G VEEC,
BeAtiwpeveg eumelpieg oTa AAVEUTTOPIKA Kataotnuata. IIA&ov, o ayopaotng
EMOKENTETAL KAONUEPIVA SrapopeTikd KavaAla kal ektelel eva mepimloko taidt pe
OKOTIO VA 1KAVOJOWoel TI¢ aviavoupeveg amaitnoelg tov. H ovumepipopd tov
oLyxpovov ayopaotn dev etvat ma tpoAEYIun. MetafaAetal S1aypovika Kot akoun
Kal LETAdD TV EMOKEPE®V TOL 0TO 1610 kataomua (Sorensen et al., 2017). Avto £xel
WG ATTOTEAEOUA, Ol EUITOPOL ALAVIKIG TIMANOTG VA €XOVV APXIOEL VA OUVEIST) TOTOI0VV

OTL Ol TEYVIKEC KATATUNONG TWV AYOPAOT®V Oev eival MAEOV KaTAANAeg, kat Oe
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UIopovv va meptypdypovy TG veeg, aotabeig ouvvrbeleg KAl TPOTIUNOES TWV

AYOPAOTOV.

Ao Vv AAAn mAevpd, kat ot epevvnteg (Walters and Jamil, 2003; Bell, Corsten and
Knox, 2011) avayvwpidouv autr) TNV avaykr Kal vItoSekvOOLV OTL TTIPETEL VA SWTOUVIE
TIPOCOYT O€ KAOe eMOKEWPN EVOG AYOPACTI] KAl VA UNV €0TIAJOVUE OTO WG EKEIVOG
avTidSpa o€ OAN TOL TNV AYOPACTIKN 10TOPIA TI.X. Heoa o€ €va ¥povo. Eotialovtag kat
Sivovtag aia oe kAOe emiokeyn evOg AYOPATTH), AVTL TNG CLUVOAKI|G AYOPAOTIKIG TOV
ouuIePPoPAg (OMTWG AEITOVPYOVV 01 TTPOCEYYIOELS KATATUNOTG TTEAATWV) EXOVLE TN
duvatotnta va efac@aiicovpe pia o akpifn ekova Twv avayk®v Tov ayopaoT),
70V aAAlovv kKaBnuep1va AOywm g agpboviag Twv TPolovInY, TV KAVAAGV KAl TOV
POOPePOUEVOV LINPeciwv. Katd ovvenela, 1000 otov akadnuaiko, 600 Kal Tov
ETYEIPTUATIKO XWPO, KATASEIKVVETAL 1) AVAYKT Y1 TNV KATATUNOT TOV EMOKEPEDV
(visit segmentation) ywa va xatavonoovue TIC HeTAPAAOUEVEG AVAYKEG TWV

AYOpAOT®V IOV S1apepovV oe KADe emiokeyn.

Y& aUTO TO TAAI010 OTOYKOC TG TTAPOVCAS S1ATPIPTC EIVAL VA LEAETNOEL TNV EVVOld TNG
KataTunong twv emoképewv (visit segmentation) oto Aaveumopilo. Opilovpe
KATATUNOT) TOV eMOoKEPewV (Visit segmentation) wg:

«Tn Sdadikaoia xatatadng Twv eMOKEWEDV TOV TEAATWOV O OUOYEVEIG OUADES TTOV
QITOKAAVTTTOVY TIG fABUTEPES AVAYKEG, TIC TIPOTIUTOEIS KAL TIC AYOPATTIKEG ATTOOTOAES
(shopping missions) Twv TEAATOV, OMTWSG AVTIKATOMTPI{OVTAL OTNV AYOPACTIKI)
OULITTEPLPOPA TOVUGS KATA TIG EMOKEWELC OTA PUOIKA 1) TA NAEKTPOVIKA KATACTIUATA»
Ava@pepouevol  OTNV ~ AYOPAOTIKI)  OUUITEPLPOPA  EVVOOVUE OTO JQOC AUTH
avtikatomtpidetan pe faon:

(A) Ta mepreyopeva evog kaAadlov, Omwg opidovtal pe fAoT TIg KATNYopleg TpoiovIwy

IOV AUTO TEPLEYEL TL.X. AVTH) €lvaL LA ETTIOKEYPN AYOPAG TTPWIVOU.



(B) Ta xapaktnpotika tov kaAabov (omwg aia, tepdyla, TOKIAIQ), Y. AUTN 1
EMOKEWPN ElVAL (1A «ETOKEWT) AVATIANPWOTC», TTOV TEPIAAUPAVEL EvaV HEYAAO OYKO
TEUAYIOV QIO U0 LEYAAT) TTOIKIALA TTPOTOVTWV.

() Ta xapakInploTiKA NG eMOKEYPNG, Y. OTNV EMOKEPN AVTI O TEAQTNG EXEL WG
OTOXO VA TTEPATEL YPTYOPA TOVG S1a8pOUOVG TTOV eUPAVI{OVV ETTAYYEAUATIKA pOUYQ
mBavov ya va e€etdoel eav Tov eELMNPETEL 1) TTOTKIAA TOV KATACTILATOG KATT.

'Oumg, kabwg o1 véeg texvoloyieg 0mmg to Aladiktvo Twv mpayudtwv (IoT) evioybovv
Ta 6edopeva OV KATAYPAPOLV TNV AYOPACTIKI] CULITEPLPOPA TV TIEAAT®V, € AUTA
npooBEToLE OAeg TIG AAMNAeTISPACELS KATA TN S1dpKeld VOGS AYOPATTIKOV TALIG100,
LY. TU Aayopadel &vag TEAATNG O€ &va (PUOIKO KATAOTNUA 1] &va TNAEKTPOVIKO
KATAoTnua, Tt Tomobfetel o &va elkoviko KaAdOl oto 81a8iktvo aAAd Ttehkd Oev
ayopadel, ol IPOTOVTA EMALEYEL A0 TA €ELTTIVA PAPIA £VOC KATACTIUATOG, TTOld
npolovta mpooBetel oe pa wish-list xok.

Znv apovoa SlatpiPn N KATATUNOT) TV EMOKEWPEMV TTPAYLUATOTOIEITAL UE TN XPTIOT
Sebouevmv TOANOEWV.

Avagopikd pe  BiAoypagia, 6twg auTr) TAPOLVoTAZETAL AVAAVTIKA 0TO KEQPAAALO 2,
EVTOTIOAUE OTL Ol €PELVITEG €0TIA(OLVV KUPIWG OTNV KATATUNOT TOV AYOPAOT®V
(shopper segmentation) m.x. evtomidouv ayopaoTtég sov ayopadouvv JPoidovVTa
POLTIVAG, T)/KAL AYOPAOTES TTOL E0SEVOVV TTOAAA XPTIILATA, KA1 OX1 0TIV KATATUNOT) TOV
emokepewv (visit segmentation). To aMo o kovTivo oTnv mapovoa epevva eival
UEAETEG TTOL €0TIAJOVV OTIG CUOXETIOEIS TV Mpoloviwy (market basket analysis) mov
ayopadel evag meAdtng oe kabe Tov emiokeyn m.X. 0001 AYOPATAV TTAVEG, AYOPATAV
KAl UITUPEG, XWPIC AUTEG VA TPAYLATONOIOVV KATATUNOT TV emokepewv (Visits
segmentation). O1 TAPATAV®D HEAETEG AYVOOUV TO OKOTO EMOKEPNS TOV AYOPATTOV
OTO KATAOTNUA, TI¢ Babltepeg mpoBETEIS TOUE KAl TIC AYOPACTIKEG TOUG ATTOOTOAES

(shopping mission) ot omoieg 6ev mapaueévouvv otabepeg oto MAAIOI0 TNG KAOE
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emiokeyng (puokng 1 Sadiktvakng). ITapddnAa, edv eoTiIGOOLUE OTN OXETIKN
BipAoypapia, vitapyel pia EMenn mpooeyyioewv mov Pacilovral oe dedoucva kat
€0TIAOVV 0TIV KATATUNOT) EMOKEPEDV. ZUVETMC, S1APAIVETAL OTL 1) CUYXPOVT ALAVIKT)
QUTALTEL LETAOYNUATIOUO TTAPASOCIAK®MV CLOTNUAT®Y KAl TIPOOEYYITEMV KATATUNOTG.
Eumvevopévol amo ta mapamave, oe avtn tn Sidaktopikr) diatpiPn mpoteivovue pia
EMEKTAOT] TWV KAAOOIKGV KAl TAPAS00IaK®Y TPOCEYYIOEWV KATATUNONG TWV
ayopaotav (shopper segmentation) mpog TNV eVOWUAT®ON KAl EKUETAMEVON TNG
KATATUNOTC TV emokePenv (Visit segmentation), oe pia mpoomddela ekpaievong twv
AYOpAOoTIK®V amooTtoAwv (shopping mission) kal Twv avaykov smov wbnoav tov
TTEAATN VA EMOKEPOEL Eva KATAOTNUA TT.X. YA VA AYOPACEL TTPOIOVTA Y1 TO TIPWIVO

TOV 1] Y1 va 7ipounBevutel VAIKA Y1 TNV avakaivion ToU WIAVIOU TOU KAJT.

Y& auTo To MAAIO10, 0NV Tapovoa Statpifr) eEetalovtal Ta akolovba epwTrnuata:
e Ei1. Ilog pmopovue va KAVOUUE KATATUNOT TWV EMOKEPEDV TOV TEAATMV
xpnoomolovtag deSopéva mov yapaktnpilouvv Tn CLUTEPIPOPA TOVC;
Y& aUTI) TN AOYIKT) TIPOKVIITOLV TA TIAPAKATW VITO-EPWTILUATA:
o Mmopobue va efaydayovpe TIG AYOpaOTIKES amootoAég (shopping
missions) Twv eAAT®V Ao Tig avtiotolyeg opadeg (visit segments);
o Mmopovpue va avamtuéovpe pa tpooeyylon/uebodoloyia Baociouevn oe
TEXVIKEG emyelpnuatikng avaAivtikng (business analytics), ywa va
ETMTUYOVLLE TNV KATATUNON TRV EMOKEPewV (Visit segmentation);
e E2. [Tolo1 elvat o1 TapAyovteg oL eMnPeadovy To 0XeG1A0UO TV CUOTHUATWY
KATATUNOTNC TV EMOKEPEWV;
lNa va amavinoovue oOTa MAPATIAVEO EPWTNUATA, OTNV  apovod Satpifn)
ovvoévadovpe Tpla SragopeTikd yvwotika media: ITAnpogoplakd Zvotriuata

(Information Systems), Emyeipnuatikn Avaivtikr) (Business Analytics), kat Shopper
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Marketing, ka1 vioBetovpe wg pebodoAoyikn mpooeyylon 1 pebodoroyia Design
Science (Hevner et al., 2004). Q¢ ek toUTOV, | OewpPNTIKT) CLVUPOAN TNE Tapovoag
Satpifrg ekTeiveTan kot o€ AVTOVG TOVg TPELS KAASoVG. EmumAéov, AOyw Tng EAMenyng
JIPOTYOUUEVNC CUOTNUATIKNG EPEVVAG YA TO BEUA TNG KATATUNONG TV ETMOKEPEWV 1)
mapovoa epevva Paciletal oe oxedlaouo TOAMATAGV peAetwv mepintwong (multiple
case study design).

ATATOVTAC OTO MPMTO EPWTNUA, AVOAVTIKOTEPA, OTO KEPAAAIO 4 AVATTUEAUE pid
mpoogyylon (approach) xatatunong g emiokeyng, n omoia PrrAodoel va kaAvypel To
kevo g PifAoypagiag. H mpoogyyon avtrn mepiaaufavert tig akorovbeg paoeig: (a)
Katavonon kat spoetolpacia Sedopevav, () povrelomoinon twv dedopévov kat
a&loAOyNno”n Tov HOVTIEAOV, (Y) HETAPPAOT] QITOTEASOUATOV KAl AVAYV®OPLOT TWV
AYyopaoTIK®V atootoAwv. H mpocegyylon avtr) divel pia evpltepn TPOOITIKT Yid TOV
TPOTTO UE TOV 07olo €EETAOVE TIG AYOPAOTIKEG ETMOKEWPEIS KAl AVAJNTOUUE TNV
pOOEOT)/ATTOCTOAN TOV TTEAATN O€ KAOe emiokeyr) Tov.

'Onwg ava@epdnke mapamavm, 1 avayvmploT TOV AyopACTIKGV ATTO0TOA®V Baocidetal
OTA TTPOIOVTA LE TA 07Ol AAMNA0emSPA evag meAdtng oe kabe tov emiokeywrn. Kata
OUVETIELQ, £vA JTOAD OTUAVTIKO BEua eival 0 0woTog OPIoUOg TV KATnyopl®v. I'a 1o
AOYO QUTO N TAPOVOA €PELVA TTPOTEIVEL LA T|UI-ETTOTITEVUEVT] TTPOCEYYIOT] ETAOYNG
yapaktnpotikwv (semi-supervised feature selection method) amo mpoiovtikeg
Katnyopieg Tov Ataveunmopov. H mpooeyyion avtr §€xetarl wg €icodo tng 1o devipo
1EpAPYIAC TV TPOTOVTIKAOV KATNYOPI®V €VOG AIAVEUTIOPOL KAl €EAYEL KATAMNAES
JPOTOVTIKEG KATNYOPIES ETOIUEG VA XpNolpomonBovv yia v avaivon. Ovolaotika n
mapantave pneBodog xpnopomoteital yia v wootabuon (balancing) tov apykov
8evdpou ta&vounong twv polovtwy Kat Aaufavel vtoyn tng 1000 TN CLXVOTNTA TWV

aAYyop®V TPOIOVI®VY, 000 KAl TN onuacloloyia (semantics) twv mpoloviwy. AVvTo €xel
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WG QIOTEAECUA TN Snuovpyla €VOG TIIO QTAOD XMPOUL YA VA JPAYUATOTOmOEL 1)

ovotadosmoinon (clustering).

Ye autn v €pevva deiyvouvue emutpooBeétwg OTl To eminmedo avaivong (unit of
analysis) mov ypnoomoteital otn BiAoypapia, SnAadn n povadikn emiokeyn 1) OAeg
01 EMOKEPEIS TOV AYOPACTROV, OeV KATASEIKVVOUY 0 KaBe Alavikod mepifarlov Tnv
AYOPAOTIKT] ATTOOTOAT EVOG TTEAATN. AVTIOETHC, VITAPYOLV TEPITOOELS OTIG OTToieg Oa
npenel va efetaoovpe «X» O1000X1IKEG EMOKEWPEIC YA VA KATAVOT|OOUUE TNV
JPAYUATIKT) AYOPACTIKT ATTOOTOAT Tov eAdtr. H tiun tov «X» Sragpepel avaroya pe

T0 71eG10 QIO TO 07010 TPOEPYOVTAL TA TTPOG AvaAvoT dedopéva.

2T0 KEPAAAI0 5 ePAPUOCAUE KAl EMKVPMOAUE TNV TIPOTEWVOUEVT TTPOCEYYIOT) TTOV
e€ayel TIC AyOopAOTIKEG ATTOOTOAEG LECM TPLMV ETEPOYEVAOV UEAETOV TEPIMTWOT). Me
aQUTO TOV TPOMO KATASEIKVDOUUE TN YEVIKELON KAl TNV EPAPUOCIUOTNTA TNG
TPOOEYYIONG autng oe Sagopetika medla. H mpwtn peAetn mepinmtwong agpopd
Seboueva TWANOEMV Ao S1a@OPETIKA KAVAAIA KAl KATAOTHUATA €VOg UEYAAOV
EVPWITAIOL  AIAVOTIWANTH  MpolovVTwV Tayxeiag kukhogopiag (FMCG retailer).
AvTtioTtoya, otn 8evTepn MEPIMTWONC, XPNOLoTooape dedopueva amd KATAOTHUATA
evog Fortune 500 AavomtwAnTr] 7ov 7TOLAQ 7poiovia  PeAtiwong omTiov Kal
1010kaTtaokevng- yvwotog kat ¢ DIY (do-it-yourself) Aavéumopog. H tpitn
EPIMTWOT apopd Sedopeva amd &va PuOIKO KAl TO NAEKTPOVIKO KATACTNUA £VOC

peyaiov Evpwrmaiov Atavortwintn podag.

Extog amo v alohoynon tng IPOoTEVOUEVNC TIPOCEYYIONC TTOV PACifETal O TEXVIKES
emyelpnuatikng avaivtikng (business analytics), epapuolovtag v otig S1apopeg
TEPUTTWOELS ALAVIKTC, ASI0AOYOULE ETTIONG TA QITOTEAEOUATA TNG TTPOCEYYIOTC LAG.
ITio ovykekplpuéva, O0To KePAAAo 6, mpayuatosomoaue nui-dounueveg opadeg

eotiaong (focus groups) yia va cvdntroovue pe ayopaotég (ov Pwviovv ato
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KATAOTI A QIO TO OO0 JTTPOEKLYAV TA deGoUEVA) KAl PpOTNOALE TNV ATTOWPT| TOUG Yld
TIC AYOPAOTIKEG ATTOOTOAEG TTOL avayvwpioape amod ta deSopéva mwAnoewyv. Emiong,
a&loloynoape oto mAaiolo piag peetng mediov (field study) péoa oto kataotnua Tig
TIPOKVITTOVOES AYOPAOTIKEG ATTOCTOAEG KAl TNV €yKLPOTNTA TOLG. 'a To Adyo auto,
XPNOOTOMOAUE LA EPAPUOYT YA £ELMTVA KIVIITA TNAEPOVA, LECW® TNG OTolag
Slaveipape kovmovia. Xtoxog pag nrav va Siepevvroovue nwg 1 aflomoinon tng
YVOONG Q0 TNV KATATUNOT TV EMOKEWPewV UMTopel va €xel emidpacn ota

QITOTEAEOUATA U1AG TTPOWONTIKNG EVEPYELAG.

Metad tnv afloAoynon Twv amoteAeoUATwV, OTO 1010 KEPAAAO0, TTAPOLVOIALOVUE
S1apopeTikovg TPOToVg aflomoinong g eEAyOUEVNC YVOONG QIO TNV TIAELPA TOV
papketivyk. ITo ovykekplueva, n alla pag TETOWAG KAWVOTOUAC ITTPOCEYYIONG
avaivong debopévwv, Srapaivetal 0Tav Xpro1LOTOI0VUE TNV eEAYOUEVT] YVQOOT V1A TN
OTNPIEN TOV EMYEPNUATIKOV atoacenv. [a mapaderypa, pa tetowa pebodoloyla
Ba pmopovoe va e€eliybel oe €va epyaieio oYeS100U0D KAIVOTOU®MYV EKOTPATEIDV
UAPKETIVYK, TPowONoewv kal TwAnoewv. [Tapouoimwg, Lropovue va Snuiovpynoovue
KATAAOYOUC TTPOIOVIWV Yl OUYKEKPIUEVES AYOpAOTIKEG amootoAeg. H efayouevn
yvwon Ba pmopovoe va eival emiong moAvTIuN yia S1a@nuioTikolg OKOoUS. II.X.
Srapnuioelg mpoloviwy Tpwivol. EmmAgov, 1 KATATUNOT TOV EMOKEPE®V UITOPEL va
odnynoel kat oe pa veéa emavaoyedlaopevn S1atagn Tov KATAOTNUATOC OOV Ol
KATNYOpieg POIOVIMV IOV AVIKOUV OTNV 1610 AyopaCTIKI] QTOOTOAT TotofetovvTal
oe kovTivoug Stadpopovg kat pagia (Vrechopoulos, O’Keefe, Doukidis and Siomkos,

2004; Cil, 2012; Sarantopoulos, Theotokis, Pramatari and Doukidis, 2016).

Y& auTn TN Aoy , n Tapovoa Statpifr) poteivel T petafaon amo v Tapadoolakr)

TeEXVIKN Olayeipong twv katnyopiwv (Category Management) otn Swayxeipion twv



ayopaoTik®v amootoAwv (Shopping Mission Management), avoiyovtag eva veo medio

ot PipAloypagia tng Stayeiplong Twv KATnyopimv.

EmutpooBetwg, oe avtr) ) Statp1Pn mpoodiopidovpe kar cudntovue OAOVE AVTOVE TOVG
TTAPAYOVTEG TTOV, OMWC @aivetal amd T PifAloypagia, avapévetal va ennpedcovy Ta
TAPAS0010KA CLOTNUATA KATATUNONG TV ayopaotewv. Emiong, emonuaivovue
€Kelvoug TOug TAPAYOVTEC TIOU EMNPEAOLY TNV TPOCEYYIOT] KATATUNONG TWV
emokePewv. TENOG, 1 mapovoa epeuva PLUOBOEEL VA YEPUPHOOEL TOUG EPEVVNTEG KAL
TOLG S1eVBLVVTEG LAPKETIVYK LE TOVg emoTnoveg dedouevwv (data scientists) kat touvg
0Xed100TEC CLOTNUATWY KATATUNOTG TV EMOKEPEDV KAl T®V ayopaotwv. [a 1o
OKOTIO aUTO, KAgivovtag avtn TN Owatpifn), mapovoldlovpe AEMTOUEPRDS TOUC
JIAPAYOVTES TTOV OAOL Ol TTAPATAV® TIPEMEL va eEeTAloVV av BEAovv va oyedlacovy
OLOTIUATA KA1 TIPOOEYYIOEI KATATUNONG TwV emokepenv. Etol, n) épevva avtr) BEtel

emiong T BACELS YA TIG APXES AVATITUENG OXETIK®V EPYAAEIWV.



ABSTRACT

In contemporary retail, both practitioners and researchers agree that old-school
shopper segmentation is not enough and cannot describe the new, volatile shopper
habits and preferences. They suggest that retail nowadays, demands a transformation
of shopper segmentation systems and approaches. This happens since the modern
shopper has changed. Nowadays, the shopper flits between shopping channels and
performs a complex shopper journey with the purpose to satisfy his/her increasing
demands for quality and value (Wood, 2018). Shopper behavior is no longer
predictable; it is changing through time and, even, between shopping visits in the same
store (Sorensen et al., 2017). Thus, there is a need to focus on shoppers’ visits and
perform visit segmentation to cope with shoppers’ changing behavior. In this spirit,
the goal of this research is to study and advance the understanding of visit

segmentation in retail.

Practitioners have coined the term “shopping mission” to refer to the intention behind
a shopper’s visit (ECR Europe, 2011). Similarly, researchers (Walters and Jamil, 2003;
Bell et al., 2011) agree with practitioners and suggest that we should pay attention to
each shopper visit as it carries valuable insight on the shopper needs. Looking at each
specific shopper visit, instead of a shopper’s total buying behavior over many visits,
provides a more accurate view of the shopper desires that change frequently due to an
abundance of new products, shopping channels and services offered every day.
Approaches and studies that exploit shopper heterogeneity and take into account the
changing behavior of customers are becoming all the more important (Rust and

Huang, 2014).
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Looking into the segmentation literature (in chapter 2), we can classify the pertinent
studies in two broad categories: those focusing on shopper segmentation, and those
that analyze shopper data and focus on the associations between the products a
shopper purchases during a visit (also known as “market basket analysis™). The first
group of studies examine everything a shopper has purchased in bulk, and overlook
the shopping purpose, intentions and missions of the shopper, which are not the same
in every store visit. Regarding the second group of studies, although they examine
shoppers’ visits, they mostly focus on the association between specific products
(market basket analysis) (Srikant and Agrawal, 1995; Boztug and Reutterer, 2008; Cil,
2012; Beck and Rygl, 2015) e.g. those who bought diapers also bought beer. Thus, they

still overlook the shopping purpose of each shopper visit.

In this dissertation, we examine each shopper visit individually in order to acquire a
more accurate view of the shopper needs and understand the underlying needs that
boosted a customer visit a store e.g. to purchase products for a light meal, or to procure
materials to renovate his/her bathroom etc. These needs and missions can be
extracted using various datasets reflecting customers’ behavior e.g. product purchases,
interactions, preferences etc. We further segment shoppers based on the different visit

profiles and coin the term “visit segmentation”.
To this end, in the current dissertation the following questions are addressed:
¢ Q1. How can we derive visit segments from shopper data?

o Can we extract the customers’ shopping missions from the identified visit

segments?

o Can we develop a business analytics-informed approach to perform visit

segmentation?
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e Q2. What are the factors that affect the design of visit segmentation systems?

To address these questions, this dissertation interweaves three different disciplines:
Information Systems (IS), Business Analytics (BA), Shopper Marketing and adopts the
design science paradigm (Hevner, March, Park and Ram, 2004). In design science, the
researcher creates and evaluates IT (Information Technology) artifacts and/or
theories intended to solve identified organizational problems. In the current thesis we
consider a business analytics approach that performs visit segmentation as outcome
of this study. Additionally, due to the lack of prior systematic research on the topic of

visit segmentation, this research is based on multiple case studies design.

Delving deeper into the segmentation literature, we identified that there is a lack of
data-driven approaches that perform visit segmentation. Thus, addressing the first
research question, in chapter 4 we developed a visit segmentation approach that
aspires to fill the literature gap. This includes the following phases: (a) data
understanding and preparation (where the data are pre-processed, cleaned and
prepared for the data analysis purposes), (b) data modelling and model evaluation
(where the data mining model is created and the results are evaluated in both business
and technical terms), (c) results interpretation (where the visit segments are extracted,

interpreted and translated into shopping missions).

Our proposed segmentation approach moves the attention from the purchased
products to the shopping needs that motivate the shopper’s shopping visits. We adopt
a broader perspective on how we examine shopping visits and we seek the shopping
intention(s), motive(s) and mission(s) of each visit. As the visit segmentation is based
on the products a customer interacted with (e.g. purchased, during a shopping visit) it
is important to correctly define the product dimension. Thus, during the insight

generation process we do not overlook the significant effect of the product taxonomy
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on the effectiveness and validity of our clustering results (Albadvwe & Shahbazi, 20009;
Cho, Kim, & Kimb, 2002). More specifically, product taxonomies are often unbalanced
and have characteristics hindering the performance of data mining algorithms
(Srikant and Agrawal, 1995; Cho et al., 2002; Cho and Kim, 2004; Hung, 2005;
Albadvi and Shahbazi, 2009; Han, Ye, Fu and Chen, 2014). Thus, it matters for
example whether we should refer to a can of sparkling orange juice of brand XYZ as
sparkling beverage, as beverage, or as orange juice. For that reason, this research also
suggests a semi-supervised feature selection approach that uses the product taxonomy
as input and extracts the features (product categories) as output. This approach
considers both the frequency of product purchases and the product semantics to adjust

and balance the original product taxonomy tree.

In this research, we also revealed that the unit of analysis used in the literature, i.e.
product items in a single visit, or all shopper visits, are not applicable in every retail
context, but there are cases where we should examine groups of “x” sequential visits.
The value of “x” differs according to the features of the domain the data derived from.
We devise and test a new unit of analysis where we examine groups of x continuous
visits. This intermediate unit of analysis is dictated by the particularity of some retail

domains that demand many store visits during small time windows.

In chapter 5, we applied and validated our approach through three heterogeneous
retail cases to demonstrate its generalizability. The first case concerns sales data from
different channels and stores of a major European fast-moving consumer goods
(FMCQG) retailer. Respectively, in the second case, we produced the visit segments for
the physical stores of a Fortune 500 specialty retailer of home improvement and
construction products — also known as do-it-yourself (DIY) retailer. The third case

concerns data from a physical and web store of a major European fashion retailer.



Apart from evaluating the proposed business analytics approach by applying it to the
different retail cases, we also evaluate the impact of our approach. For that reason, in
chapter 6, we conducted semi-structured focus groups to discuss with actual shoppers
(shopping at the store the data derived) and ask for their view on the resulting visit
segments/shopping missions. We also designed an in-store field study to evaluate the
resulting data-driven shopping missions and asses their validity in the context of a
specific in-store promotion using a mobile app. We demonstrate that the shopping
mission-related disseminated coupons achieve higher redemption rate and are

claimed by shoppers in less time than the non-related coupons.

We further present data-driven innovations in shopper marketing that the resulting
visit segments could support ranging from marketing campaigns per visit segment and
redesign of a store’s layout to cross-selling strategies and product recommendations.
To this end, this dissertation also proposes moving from category to shopping mission

management and opens a new chapter in the category management (CM) literature.

In parallel, we identify and discuss the factors that, according to the literature, are
expected to affect shopper segmentation systems. This research aspires to bridge
marketing researchers and managers with data scientists and shopper segmentation
designers. Hence, we conclude by presenting the various factors (data, shopper,
marketing and retail-specific) that managers in the retail industry, as well as
marketing researchers and data scientists should consider when designing visit-
segmentation systems, setting the basis for the development of IS tools for visit

segmentation.
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Chapter 1: Introduction

1. INTRODUCTION

This opening chapter begins by laying the motivation for undertaking this research
and by positioning its topic within its research context. Subsequently, it pinpoints
pertinent research gaps and questions. Then it shortly presents the research

methodology and concludes by providing the dissertation outline.

1.1. Research motivation

The increasing capabilities of business intelligence (BI), business analytics (BA) tools
and techniques and data-driven decision making have risen in the agenda of many
businesses (McKinsey Global Institute, 2011). Companies in various domains are
trying to become data-driven and cultivate a data-oriented culture (McAfee and
Brynjolfsson, 2012). Similarly, retailers collect and store voluminous and several types
of data about their customers daily, ranging from customer demographics, to data that
indicate how customers move into the physical or web stores, what products they put
in their baskets or try on in the fitting rooms, what products they purchase etc. Since
the data volume, variety and velocity have far outstripped the capacity of manual
analysis (Chang, Kauffman and Kwon, 2014), one of the greatest aspiration of retailers
is to find innovative ways to exploit the collected datasets. They have long recognized
that data-driven decision making can improve decision quality (Kowalczyk and
Buxmann, 2015). Since customer satisfaction affects profitability, i.e. the key to
business success, retailers want to embrace a more customer-centric approach and
find out innovative ways to understand their customers and satisfy them (Anderson,
Jolly and Fairhurst, 2007; Linoff and Berry, 2011). At the same time, marketeers and

category managers want to incorporate the extracted customer knowledge into the
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current category management (CM) practices and embrace a more consumer-centric

CM approach (Han et al., 2014; Nielsen, Karolefski and Heller, 2015).

Consequently, they seek for means to exploit the collected customer data (e.g. what
they purchase, how they move in the stores etc.) and extract knowledge that facilitates
effective decisions and offer extra value to their demanding customers. Taking
advantage of business analytics, their aim is to acquire new non-trivial knowledge and
from the accumulated data and, ultimately, contribute to more efficient decisions and
more satisfied consumers. Additionally, another important fact is to identify
interesting patterns. According to Silberschatz and Tuzhilin (1996) a pattern is
interesting if it satisfies two measures i.e. actionability (e.g. can be used to support
various actions) and unexpectedness (e.g. it is a “surprising” outcome). Such
interesting patterns and new knowledge are an opportunity for companies to generate
more reliable shopper segments and provide to their shoppers targeted services

tailored to their needs and preferences (Boone & Roehm, 2002).

Shopper segmentation is an old concept that is rapidly revived in contemporary retail,
due to the data revolution and explosion. Nowadays, large volume of data emerges
every day from various devices and interactions. Thus, in the retail environment,
massive amounts of data are gathered daily from different channels e.g. physical, web,
mobile (Bradlow, Gangwar, Kopalle and Voleti, 2017). The derived shopper datasets
are ranging from transactions, loyalty schemes and legacy systems, to RFID (Radio
Frequency Identification) tracking technologies and Bluetooth low energy (BLE)
beacons. These data, if properly analyzed, can connect retailers with people, help
identify the different shopper segments visiting their stores, understand their

behavior, and guide both future strategies and daily operations (Sharma et al., 2014).
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In contemporary retail, apart from the data explosion, researchers (Walters and Jamil,
2003; Bell et al., 2011) have also detected a transformation in shopper behavior.
Modern shoppers are shifting their behavior over time and push retailers to become
increasingly agile. Shopper behavior is no longer predictable; it is changing through
time and, even, between shopping visits in the same store (Sorensen et al., 2017).
Hence, the retailers have begun to realize that the traditional, old-school shopper
segmentation is not enough and cannot describe the new, volatile shopper habits and
preferences. These facts demand changes in contemporary shopper segmentation

systems and approaches.

Data explosion and shoppers’ changing behavior impose the need to focus on each
shopper visit to better understand their needs and missions in contemporary
retail. Marketing researchers (Bell, Corsten, & Knox, 2011; Walters & Jamil, 2003),
have stressed the need to put the shopper visit into the spot (rather than the shopper)
and perform visit segmentation, to better understand shopper needs and design
more efficient shopper marketing activities. Alike practitioners have coined the term
“shopping mission” to refer to the intention(s) that boosted a shopper’s visit (ECR

Europe, 2011).

Retailers seek for their shoppers deeper shopping missions and motives to offer more
suitable services, such as personalized promotions, cross-selling coupons, shopping
mission-based layouts etc. For instance, retailers are interested in identifying that
there are store visits which shopping mission to purchase products for “sushi”, or
“pastry making”, or “breakfast”, or “food-to-go” etc. Similarly, other examples of
shopping missions could be “kitchen renewal” in a DIY (do-it-yourself) store, or

“professional clothes” in a fashion store.
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At the same time, big data and business analytics offer the opportunity to analyze
massive data volumes and extract insights to understand modern shoppers and
acclimate into this new era. However, practitioners (Bean and Davenport, 2019)
highlight that there is a data-centric “fatigue” and companies are failing to become
data-driven. Thus, literature and guidelines are needed to guide both practitioners and
researchers where and how to deep dive in the data to develop sharp hypotheses that
can be tested (Bradlow et al., 2017; Delen and Zolbanin, 2018). Therefore, it is critical
to design business-analytics informed approaches to identify the different visit

segments and understand shoppers’ deeper needs, preferences and missions.

1.2. Research objective & questions

Considering the above, as visit segmentation research is still infancy, the objective of
this research is to advance the understanding of visit segmentation. Visit segmentation
focuses on the underlying needs that boosted a customer visit a store e.g. to purchase
products for a light meal, or to procure materials to renovate their bathroom etc. These
needs and missions can be extracted using various shopper-related datasets reflecting

customers’ behavior e.g. product purchases, interactions, preferences etc.

Thus, the first research question is formulated as follows:

¢ Q1. How can we derive visit segments from shopper data?

Via performing desk research, we identified that business people translate visit
segmentation as “shopping mission” (ECR Europe, 2011). Thus, another objective of
this research is to answer whether we can identify shoppers’ intentions and missions

from the available visit segments. Thus, the first question is reformulated as follows:
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¢ Q1. How can we derive visit segments from shopper data?

o Can we extract the customers’ shopping missions from the identified

visit segments?

At the same time, looking more thoroughly into the literature, we identified that
Editorials (Agarwal and Dhar, 2014; Goes, 2014), other academic papers (Abbasi,
Sarker and Chiang, 2016; Miiller, Junglas, Brocke and Debortoli, 2016; Delen and
Zolbanin, 2018) and practitioners (McKinsey Global Institute, 2011) emphasized the
need to develop data-driven approaches, systems and frameworks to better
understand shoppers’ behavior and shoppers’ changing needs (Pick, Turetken, Deokar
and Sarkar, 2017). However, delving deeper into the rest segmentation literature,
there are is a lack of business analytics-informed and data-driven approaches to
identify the various visit segments and understand shoppers’ deeper needs,

preferences and missions. Thus, our first question is further reformed as follows:

¢ Q1. How can we derive visit segments from shopper data?

o Can we extract the different shopping missions of customers from the

identified visit segments?

o Can we develop a business analytics-informed approach to perform visit

segmentation?

Delving deeper into the segmentation literature, this research also seeks for factors
that affect the input, the design and the results of such systems. Our goal is to pinpoint
factors, that (A) prospective designers of segmentation systems should consider if they
want to produce valid segments, (B) data scientist should consider when manipulating

and modeling data and (C) marketeers should consider interpreting the segmentation
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results. Closing, we identify several research gaps related to the visit segmentation

concept. Thus, a second question is also formulated:

e Q2. What are the factors that affect the design of visit segmentation systems?

Here, we must admit that studying segmentation literature various other questions

may arise. For instance:
e Do shopper segmentation systems serve contemporary retail?
e How we define visit segmentation?
e How can we derive the various visit segments?
e What kind of data do we need to do so?
e Can we use the visit segments to support marketing strategies?

e Are the visit segmentation-informed marketing actions more effective than the

traditional actions?

e What is the conceptual relation between the visit segments and the shopping

missions?
e Shoppers identify the shopping mission they entered the store for?

These questions might concern not only business analytics and IS, but also marketing
researchers. Therefore, this research also performs an overall discussion regarding the

aforementioned questions.

1.3. Overview of the research methodology

Given our research objective and the aforementioned research questions, we adopt as

methodological backbone the design science research (DSR) paradigm (Hevner et al:,

6
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2004) and we consider a business analytics approach that performs visit segmentation
as outcome of this study. In design science, the researcher creates and evaluates IT
(Information Technology) artefacts and/or theories intended to solve identified
organizational problems. The knowledge base is composed of foundations and

methodologies used to develop the artefact.

Owing the lack of prior systematic research on the visit segmentation topic this
research is based on multiple case studies design. Below we present the basic
components of design science research and how these are addressed in the current
dissertation (Figure 1-1). Afterwards, we shortly explain and translate the basic
components of DSR according to our research objectives. An extended description of

this dissertations’ research methodology is also presented in Chapter 3.

IS Research

Problem Develop/Build Knowledge Base
Artifact:
A business analytics approach Shopper segmentation
. for visit segmentation
Literature gaps
(literature review) 1 Category management
Assess Refine .
v Data mining
11(15]115{?.\’ 11151811“)5 Justify/Evaluate Feature selection
esk research

L. Evaluation

i . Statistical analysis
Multiple case study design :

Shopping missions

Consumer insights |

(focus groups, survey) Case A: FMCG |

CRISP-DM (Shearer, 2000)

| Case B: Fashion |

| Case C: DIY |
S Additions to the
Application in the IL. Impact Knowledee Base
Retailing Environment Focus groups (Theo Contribution
(Practical Implications) Field study 1y )

Figure 1-1. Research methodology (adapted from Hevner, 2004)
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(A) Problem definition

This dissertation aims to solve a business problem/need in the retailing environment,

which is to perform visit segmentation and identify the underlaying shopping needs

and missions of customers. To better define this problem, it follows the steps below:

Literature gaps: To set the research setting firstly we conducted a review of
the pertinent literature. This way we specified the research questions which is
related with the visit segmentation concept and we pinpoint the research gaps

and the purpose of this research.

Industry insights: Apart from defining the foundations upon which this
doctoral research is grounded, we also investigated various open issues and
business problems industry people face, when they try to better understand and
satisfy their demanding customers. In more detail, we identified that business
people translate visit segmentation as “shopping mission”. Thus, we use the
term “visit segmentation” to more precisely describe the “shopping mission”
term which widely utilized in the industry literature. Visit segmentation focuses
on the underlying needs that boosted a customer visit a store e.g. to purchase
products for a light meal, or to procure materials to renovate their bathroom

etc.

Consumer insights: Afterwards, to better understand and conceptually
define shopping missions in the FMCG domain, we conducted a series of eight
semi-structured focus group discussions with 71 shoppers. These discussions
confirmed that contemporary shoppers entering the store having in mind a
specific shopping mission. In addition, survey is used to investigate shoppers’

behavior and perception regarding the shopping mission concept.
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(B) Develop/Build

Then we develop and evaluate the solution that is relevant to the above research
problem. In this research the developed artefact is an approach, providing a
certain manner to handle the appropriate data aiming to extract the visit

segments.

(C)_Justify/Evaluate

Then, we put the approach in practice to evaluate it and realize if it can solve the
original problem. This phase includes two steps: (i) Evaluation and (ii) Impact.
Regarding the first one owing the lack of prior systematic research on the visit
segmentation topic, to address this objective the research is based on multiple case
studies design. In more detail, the proposed approach is evaluated by applying it to
real data derived from three case studies (fast moving consumer goods retailing -
FMCG, Do-it-yourself retailing - DIY, fashion retailing). By applying the approach in
three different retail cases we evaluate it and we confirm its generatability. Afterwards,
to evaluate the results of our approach and asses their impact we designed a series of
focus groups and a field study using a mobile app for a store of a major Greek FMCG

retailer.
(D) Knowledge base

To build the proposed approach, we used both theoretical foundations and
methodologies. Theory regarding shopper segmentation and category management
and CRISP-DM (Chapman et al., 2000) which is a Cross-Industry Standard Process
for Data Mining, were used as the basic knowledge inputs in the developed approach.
In more detail in our approach we follow and alter the CRISP-DM steps. In addition,

data mining techniques such as clustering and classification, data mining algorithms
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such as k-means and feature selection methods were also used to develop the
approach. Statistical analysis and measures such as ANOVA, Pearson correlation,
Jaccard similarity etc. were used to evaluate the field study results and to analyze the
shopper survey. Likewise, qualitative analysis used to analyze the focus group

transcripts during the various research faces.

Closing, the theory contribution and the practical implications are detailed. Regarding
theory contribution this dissertation, develops a business analytics approach that
performs visit segmentation. To the best of our knowledge this is the first data-driven
attempt to identify visit segments and explore the underlying customers’ shopping
missions. In a nutshell, the practical value of this work is stressed when considering
the consumer-oriented business decisions it can support e.g. shopping-mission based

store layout, or product catalogues, or promotions etc.

1.4. Thesis outline

There are seven (7) chapters that constitute this dissertation as follows:
e Chapter 1 (Introduction)

This chapter introduces the readers to the main concepts of this research, i.e.
visit segmentation. It communicates the research’s motivation, as well as the
key research question. Last, but not least, this chapter shortly describes the
research approach according to which the main research objective and question

are answered.
e Chapter 2 (Research background)

It is critical to be cognizant of the rationale for the relevance of the work.

Therefore, in this chapter an extensive literature review is presented to pinpoint

10
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the research gaps. Also, these research gaps are translated into industry open
issues and business problems. Then, customer insights via focus groups and via
a survey are used as tools for highlighting the significance of this study and for
validating the main research objective. Finally, we conclude with the main

research gaps.
e Chapter 3 (Research methodology)

The aim of this chapter is to present the research methodology employed to
address the research objectives and answer the research questions. Given our
research objective and the aforementioned research questions, we adopt as
methodological backbone the Design Science Research (DSR) paradigm
(Hevner et al., 2004) and we consider a business analytics approach that
performs visit segmentation as outcome of this study. For collecting data for the
various steps of DSR, three different cases studies are selected and presented
(multiple case study design). Thus, firstly we present and explain DSR, and then
we explain multiple case study rationale. Afterwards, we describe in detail how

we adopt these two research approaches into the design of this dissertation.
e Chapter 4 (A business analytics approach for visit segmentation)

In this chapter we describe in detail the proposed data-driven approach that
could be used to perform visit segmentation. In high level it includes the
following phases/layers: : (a) data understanding and preparation (where the
data are pre-processed, cleaned and prepared for the data analysis purposes),
(b) data modeling and model evaluation (where the data mining model is
created and the results are evaluated in both business and technical terms), (c)

results interpretation (where the visit segments are extracted and interpreted).

11
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The major input of our approach is data related to shopping behavior (e.g.
content of a basket and basket characteristics). The output is the final visit

segments that are translated and interpreted into shopping missions.

e Chapter 5 (Application of the proposed approach in three heterogenous retail

cases)

Here, we put our proposed business analytics approach in practice
demonstrating how it achieves the original goal, i.e. to segment the shoppers’
visits. We applied and validated our approach through three heterogeneous
retail cases to demonstrate its generalizability. The first case concerns sales data
from different channels and stores of a major European fast-moving consumer
goods (FMCG) retailer. Respectively, in the second case, we produced the visit
segments for the physical stores of a Fortune 500 specialty retailer of home
improvement and construction products — also known as do-it-yourself (DIY)
retailer. The third case concerns data from a physical and the web store of a

major European fashion retailer.
e Chapter 6 (The impact of visit segmentation on shopper marketing)

At the beginning of this chapter we evaluate the results of our approach and
examine their impact on shopper marketing actions. For that reason, we
conducted semi-structured focus groups to discuss with the actual store
shoppers and ask for their view on the resulting visit segments/shopping
missions. Also, we designed an in-store field study to evaluate the resulting
data-driven shopping missions and asses their validity. For that reason, we
utilized a mobile app and we distributed coupons. We demonstrate that the

shopping mission-related disseminated coupons achieve higher redemption

12



Chapter 1: Introduction

rate and are claimed by a shopper into less time than the non-related coupons.
After the results evaluation, to showcase the impact of the visit segmentation,
we present data-driven innovations in shopper marketing that these resulting
visit segments could support. Closing, we present an alternative way from
shopper segmentation using the resulting visit segments. Thus, we use real
datasets to illustrate how these visit segments could be used as the cornerstone

to perform shopper segmentation for more effective shopper marketing.
e Chapter 7 (Conclusions and Discussion)

This final chapter overviews the main outcomes of this research. Then, it
presents and discusses the research’s contribution to theoretical knowledge
along with its practical value. Then, the research limitations are pointed out and
avenues for further research are recommended. At the end of this chapter, we
present thoughts for visit segmentation systems designers in contemporary
retail. Closing this dissertation, we present in detail the data, shopper,
marketing and retailer’s factors that designers should take into consideration

when designing visit segmentation systems.

Finally, the thesis includes a set of four (4) Appendices A to D that complement

the chapters.

To support reading comprehension, the following figure (Figure 1-2) presents thesis'
structure according to the research methodology, as described in the previous sub-

section.

13
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2. BACKGROUND

It is critical to be cognizant of the rationale for the relevance of the work. Therefore,
an extensive literature review and shopper insights have been used as tools for
highlighting the significance of this study. In more detalil, firstly we delved deeper into
the related literature to identify the research gaps. Then, we asked for consumer’s
opinion and point of view via focus groups and via a survey. Closing this chapter, we

conclude with the research gaps.

2.1. Literature review

Retailers want to embrace a more customer-centric approach and find out innovative
ways to understand the specific needs, shopping missions and preferences of their
customers (Anderson et al., 2007; Linoff and Berry, 2011). At the same time,
marketeers and category managers want to incorporate the extracted customer
knowledge into the current category management (CM) practices and embrace a more
consumer-centric CM approach (Han et al., 2014; Nielsen et al., 2015). Thus, the first

objective of the literature review is to explore Category Management (CM) literature.

The biggest change in CM, is that over the years it becoming more customer-centric
(Han et al., 2014). Consumer-centric CM can be achieved by analyzing shopper data
and applying segmentation techniques (Nielsen et al., 2015). Hence, afterwards we
discuss the relevant literature. In more detail, we can classify this pertinent literature
in two broad categories: those focusing on shopper segmentation, and those that
analyze shopper data and focusing on the associations between the products a shopper

purchases during a visit (also known as market basket analysis). Hence, our second
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objective is to examine and understand existing shopper segmentation systems. And
our third goal is to examine market basket analysis (MBA) literature and spot if such
practices can be utilized to serve visit segmentation. Then, our fourth goal is to delve
deeper into the existing literature and seek for the factors that affect the input, the

design and the results of such segmentation systems and approaches.

2.1.1. Category management

Category management (CM) has its roots in early 1990s and up until now it is a
fundamental concept in retail. There are various definitions for CM (American
Marketing Association.; Nielsen Marketing Research, 1992), a mainstream definition
comes from Nielsen that defines CM as “the process that involves managing product
categories as business units and customizing them on a store-by-store basis to satisfy

customer needs” (Nielsen Marketing Research, 1992).

CM plays a critical role in retailing as it is designed to aid retailers give the right
product, at the right place and time, having the right promotion at the right price
(Gruen and Shah, 2000). CM is the starting point between retailer and consumer
interaction (Aastrup, Grant and Bjerre, 2007). In recent years, as customers are
becoming far more demanding, there is a shift in attitudes between suppliers and
retailers; thus, CM is viewed as a joint process between these two parties (Dupre and
Gruen, 2004; Aastrup et al., 2007). In today’s competitive environments, they develop
collaborative plans to boost categories, maximize profits and ensure a good long-term
customer relationship (Dhar, Hoch and Kumar, 2001; Han et al., 2014). This happens
as suppliers have more insights than retailers and stronger capabilities to structure

CM plans, and it eliminates inefficiencies.
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The CM planning process includes the following steps (Grossi, Harris, Joint Industry
Project on Efficient Consumer Response and Partnering Group, 1995; Desrochers and
Nelson, 2006). (A) Category definition to determine the products that will constitute
the category and the formulation of the different sub-categories (Aanen, Vandic and
Frasincar, 2015). (B) Identification of category role, to assign a purpose to the
category, (C) category assessment to define opportunities, (D) category scorecard to
establish category’s goals (E) declaration of category strategies to support marketing
and supply chain decisions. The last phase is critical and includes the (F)
establishment of category tactics and then the implementation of the plan. CM tactics
may include (Hiibner and Kuhn, 2012) assortment planning, store layout planning,
space allocation, pricing, promotional activities and logistics planning (Lindblom and

Olkkonen, 2008).

CM can be divided into product-centric CM and consumer-centric CM (Han et al.,
2014). Product-centric CM focus on the product and its attributes, whereas, consumer-
centric is focusing on shoppers and their needs (Han et al., 2014; Nielsen et al., 2015).
In the early 1990s, category managers focused solely into product-centric CM, they
investigated the data and what the numbers revealed looking into their product
category under examination (Nielsen et al., 2015). For example, in the fast-moving
consumer goods (FMCG) domain there are different category managers e.g. for
cereals, diary product, chocolates, coffee etc. and each category is treated separately.
As a result, both practice and research focused on product-centric CM tactics. For
instance, there are many examples for product-centric assortment (Chernev, 2003),
assortment planning (Lotfi & Torabi, 2011) and optimization (Papakiriakopoulos,
Pramatari and Doukidis, 2009). Likewise, many product promotions are also based on

product-centric concepts e.g. “buy one, get one free” (BOGO) from the same category.
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Here, it is notable to mention that suppliers also play a critical role in successful CM
practices, as the product characteristics and attributes are shaped by them (Lindblom
and Olkkonen, 2008). Similarly, many BOGO actions are a result of suppliers’

promotional activities.

There are a few researchers that highlight the need to manage categories based on
cross-category relations as a shopper typically purchases from multiple categories. For
example, Song and Chintagunta (2006) and Kamakura and Kang (2007) perform
analysis on sales data to identify cross-category effects. Similarly, Cil (2012) and Beck
and Rygl (2015) perform market basket analysis to identify associations between
products e.g. diapers > beers. However, the biggest change in CM, is that over the

years it is moving from product-centric to consumer-centric (Han et al., 2014).

Consumer-centric CM could be achieved by analyzing shopper data and applying
segmentation techniques (Nielsen et al., 2015). Shopper/customer, segmentation is
the process of dividing customers into groups having similar behavior, and it is used
to manage customer preferences more efficiently (Hong and Kim, 2012) (see section
2.1.2 for more details). In this spirit, some researchers, pinpoint that we should
manage categories based on shopper needs and behaviors (Dhar et al., 2001;
Desrochers and Nelson, 2006; Han et al., 2014; Nielsen et al., 2015; Griva, Bardaki,
Pramatari and Papakiriakopoulos, 2018). For instance, Heskova (2006) proposes that
the actual determination of the category should start via defining customer needs.
Consumer-centric CM enhances the right selection of products that are used to shape
effective CM tactics based on consumer understanding and needs (Nielsen et al.,
2015). For example, Desrochers and Nelson (2006) propose to add customer

behavioral insights into CM to improve assortment planning.
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As shopper segmentation seems to be the cornerstone in consumer-centric CM, below

we discuss shopper segmentation.

2.1.2. Shopper segmentation

Retailers like Tesco, Metro and Wal-Mart have recognized the need of data-driven
decision-making. Mainly, they utilize business analytics tools to gain a competitive
advantage in areas such as marketing e.g. cross-selling, in-store behavior analysis,
customer segmentation and multi-channel experience (European Commission, 2014).
Among their greatest endeavors is to identify the different customer groups visiting
their stores, understand the specific needs and preference of each segment, and offer
suitable services with a view to satisfy them e.g. by tailoring their marketing mixes

(Boone and Roehm, 2002).

Shopper segmentation is a traditional and fundamental concept in marketing (Wilkie,
1978) and it is defined as the process of splitting heterogeneous shoppers, into
homogeneous groups. Shoppers within each segment have the same, or similar
characteristics and can be satisfied by similar marketing mixes (Hong and Kim, 2012).
Shopper segmentation is vital nowadays, as consumers have become more demanding
asking for personal retail services tailored to their needs and desires and not to the
mass market. Thus, retail companies should become more shopper-centric and
precisely reach their audience via providing services that suit the specific needs and
preferences of the different shoppers (Anderson et al., 2007; Griva et al., 2018). There
are plenty of studies using different datasets to segment shoppers into groups and the
availability of new sources of consumer data (e.g. sensed data, social media posts etc.)

forward the shopper segmentation research.
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Researchers have responded to the retailers’ interest for effective customer
segmentation and many studies have appeared that utilize various kinds of data.
Customer segmentation is the process of dividing heterogeneous customers into
homogeneous groups on the basis of common attributes and is essential for handling
a variety of customers with rich sets of diverse customer preferences more efficiently

(Hong and Kim, 2012).

Until now, researchers performed shopper segmentation either using data related to
(A) shopper characteristics (Cui, Wong and Lui, 2006; Hong and Kim, 2012; Miguéis,
Camanho and Falcao e Cunha, 2012) such as: (i) Demographic data, e.g. gender, age,
marital status, household size etc.; (ii) Geographic data, e.g. city/country of residence,
or shopping etc.; (iii) Psychographic data, e.g. social class, lifestyle and personality
characteristics etc.; (iv) Attitudinal data, i.e. perceived data gathered from surveys that
capture information about what people say they do in order to understand and

interpret shoppers’ behavior (Woodside, 1973; Konus, Verhoef and Neslin, 2008);

Or using (B) data that indicate shopping behavior (Griva et al., 2018) i.e. behavioral
data. We classify the behavioral data in the following categories: (i) data that indicate
the content of a basket; for example, the product categories it contains e.g. 1-liter milk,
300 grams cheese, or the attributes of the contained products e.g. biological, gluten
free, diet or light. (ii) Basket characteristics such as volume i.e. the number of items a
basket contains, value i.e. the cost of a basket, and the variety of products it contains
e.g. milk, cheese. (iii) visit characteristics e.g. visit frequency, duration, or even sources

of visit and aisles or pages visited.
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Shopper Characteristics Shopper Behavior
* Demographic: e.g. age, marital « Content of a Basket
status, gender, income + Product categories e.g. milk,
» Geographic: e.g. city/country of cheese
residence, or shopping « Product attributes e biological,
. Fl’sychogra‘phic: e.g. personality, gluten free, diet or light
lifestyle, attitude, social class + Basket Characteristics: e.g. volume,
« Attitudinal: e.g. such as perceived value, variety of products purchased
data from surveys that indicate what - Visit characteristics: e.g. visit
people say they do frequency, duration, source of visit,
aisles visited

Figure 2-1. Shopper segmentation data

Researchers utilize different data mining models for customer segmentation using
sales data, such as models based on associations (e.g. association rules, Markov
chains), classification (e.g. neural-networks, decision trees), clustering, sequence
discovery, forecasting (e.g. neural-networks) (Ngai, Xiu and Chau, 2009). In all these
empirical works, researchers utilize customer-level sales data in order to segment
shoppers and examine their purchase behavior. In other words, they either examine
their basket and visit characteristics (e.g. basket volume, visit frequency etc.) or the
content of their basket i.e. the mix of the products that shoppers have purchased in
their whole purchase history e.g. during all their visits in a physical or web store of a
retailer. For instance, a stream of studies that focuses on shopper behaviors, utilize
sales data to segment shoppers based on their LTV or CLV (Customer Lifetime Value),
mainly using RFM (Recency, Frequency, Monetary) and clustering analysis (Dwyer,
1989; Cheng and Chen, 2009; Chen, Kuo, Wu and Tang, 2009; Khajvand, Zolfaghar,

Ashoori and Alizadeh, 2011; Aeron, Kumar and Moorthy, 2012).

On the other hand, there are also studies that focus on the mix of the products or

product categories that shoppers have purchased in their whole purchase history
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(content of a basket). For instance, (Park, Park and Schweidel, 2014) propose a
modeling framework for customer base analysis in a multi-category context to predict
customer purchase patterns. To this end, a beauty care company in Korea provided
sales data that concern both shopping behavior and categories mix. Furthermore,
statistical methods e.g. Markov chains, Euclidean distances, are utilized to model the
time between a customer's purchases (interarrival time) at the firm and the product
categories that comprise a shopping basket. In another study, (Miguéis et al., 2012)
propose a method for market segmentation in retailing based on a customer’s lifestyle,
supported by information extracted from a large transactional database. They analyze
the product categories shoppers have purchased from a European retailing company.
Using clustering, they propose promotional policies tailored to the customers of each
segment, with the purpose to support loyal relationships and increase sales. In
addition, (Han et al., 2014) showcasing the role of categories in customer
segmentation, they compared different techniques and performed clustering using k-
means in customer-level sales data to segment shoppers. In their segmentation
approach they identified customer segments e.g. customers who purchase routine,

seasonal or convenience categories.

From a different perspective, Liao, Chen and Hsieh (2011) utilized sales data and data
collected via questionnaires from shoppers who purchase skincare and cosmetic
products to segment customers into clusters, according to their lifestyle habits and
purchasing behavior. By adopting clustering and association rules, they provide
suggestions and solutions for direct marketing to design possible new services and
sales for each customer segment. (Boone and Roehm, 2002) utilize sales data that
concern shopping behaviors (e.g. orders, spending, days since last and first purchase

etc.) provided by a retailer, and other artificial data, in order to examine the use of
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artificial neural networks (ANNs) as an alternative mean of segmenting retail
databases. Their results indicate that ANNs may be more useful to retailers for
segmenting markets because they provide more homogeneous segmentation solutions
than mixture models and k-means clustering algorithms. In addition, (Kitts, Freed and
Vrieze, 2000) developed an algorithm to analyze a customer’s purchasing history
provided by an on-line and catalogue hardware retailer, in order to provide item-level
recommendations and promotions. (Liao and Chen, 2004) combine various kinds of
data, such as sales data regarding categories mix, demographics, and attitudinal data
collected via questionnaires, and use a business analytics approach to segment
customers, to enhance the effectiveness of direct marketing and sales management in

retailing, and more specifically to format electronic catalogues.

2.1.3. Market basket analysis

The second group of studies focus on the baskets of the shoppers and it looks for
associations between the items/products a shopper purchases during a visit. A famous
example is that of diapers and beers in Wal-Mart stores. These studies perform market
basket analysis (also known as association rule mining or MBA), which is a data
mining method that examines large transactional databases to determine which items
are most frequently purchased jointly (Agrawal, Imieliniski and Swami, 1993; Srikant
and Agrawal, 1995). Although, MBA is originated in the marketing field, many
extensions of this method have been proposed and it has been widely used in various
fields varying from bioinformatics, nuclear science and immunology to strategic
management and organizational behavior etc. (Aguinis, Forcum and Joo, 2013). At the
same time, MBA has been applied in various domains, such as finance,

telecommunications, retailing etc. (Chen, Tang, Shen, & Hu, 2005). For instance, in
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the retail domain, Cil (2012) introduces a framework that identifies the associations
among the purchased categories in a supermarket. These associations between
product categories reveal “consumption universes” and are utilized to change the
store’s layout. For analysis purposes, he utilizes sales data and the categories mix
provided by a Turkish supermarket. Furthermore, Tang et al. (2008) introduce a new
approach to perform market basket analysis in a multiple-store and multiple-period
environment. They use sales data provided by twenty stores of a supermarket chain in
Taiwan and propose purchasing pattern analysis at a detailed level of time and place,
such as a combination of days and stores. Although variations of association rule
mining have been proposed, certain characteristics of real world data hinders their
performance when the algorithms have been designed and evaluated with artificial
data sets (Zheng, Kohavi and Mason, 2001); thus, making the applicability in real
world settings is crucial. The next section addresses significant issues and factors that

affect such studies and are common in various retail contexts.

2.1.4. Business analytics and retail segmentation systems

Looking into the segmentation literature, we identified various factors of the data (e.g.
basket variety and volume) and the retail case itself (e.g. shopping channel) that (A)
prospective designers of segmentation systems should consider if they want to produce
valid segments, (B) data scientist should take into account when manipulating and
modeling data and (C) marketeers should take into account interpreting the shopper
segmentation results. Below we discuss all these identified factors that affect business
analytics and retail segmentation systems, and could be utilized to derive design
principles for shopper segmentation in retail. Here, we should note that the direction

and the magnitude of the factors is not examined.
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2.1.4.1. Shopper volume, variety, value, visits (shopper 4Vs)

Volume

Basket/visit size (or volume) is defined as the number of products a shopper purchases
in a visit (Noble, Lee, Zaretzki and Autry, 2017). Volume could be influenced by various
variables e.g. income, product, promotions (Kahn and Schmittlein, 1992; Noble et al.,
2017), but it also affects segmentation results. Literature that examines basket volume
often notes that there are data skewness and sparsity issues that require the
elimination of some data from consideration (Cho et al., 2002; Cho and Kim, 2004;
Grivaet al., 2018). When we eliminate data and excluding outliers based on the volume
feature, we should not overlook the impact that these exclusion on the quality of the
segmentation results (Cho et al., 2002). Volume is also combined with variety (see next
paragraph) and there are many studies utilizing basket volume, along with basket
variety to perform segmentation. For instance, Yao, Sarlin, Eklund and Back (2012)
used basket volume, basket variety and value along with other data such as

demographics from a retail company to perform temporal customer segmentation.

Variety

Variety shows the total number of distinct product categories a shopper purchased or
interacted with during his/her shopping visit. Thus, it is important to indicate how a
product is defined. For example, in item/SKU level, or parent product category, or sub-
category etc. Many researchers (Srikant and Agrawal, 1995; Cho and Kim, 2004;
Videla-Cavieres and Rios, 2014) imply poor results in their segmentation and market
basket analytics approaches due to sparsity issues caused by the variety feature; thus,

they have tried to tackle this issue using various methods. For example, Cho and Kim
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(2004) merge sub-categories based on their purchases and re-execute their analysis in
higher product granularity level to increase basket variety. Likewise, Srikant and
Agrawal (1995), produce association rules for every product granularity level and
prune the redundant ones. Closing, here we should mention that, visit volume and
variety are often correlated. Also, when they have low values, they are causing data
skewness and sparsity issues; thus, these factors affect the customer segmentation

results and quality (Cho et al., 2002).

Value

Much work has been focused on defining value and how it affects shopper
segmentation approaches. Value is either considered as shopping trip/basket value, or
as shopper value. Different studies utilize shopper value i.e. total value spent by a
customer e.g. CLV (Customer Lifetime Value) (Gupta et al., 2006; Homburg, Steiner
and Totzek, 2009; Aeron et al., 2012), to perform segmentation. Another well-known
example is RFM (Recency, Frequency, Monetary value) (Khajvand et al., 2011), where
monetary value is combined with other variables to segment shoppers. Closing, the
basket value is utilized and affects the results of customer segmentation approaches

and sometimes it is used for outlier elimination purposes (Griva et al., 2018).

Visits

Visit frequency, recency, number of customer visits and the time between them are
also important and affect customer segmentation approaches (Griva et al., 2018). For
instance, Park et al. (2014) segment shoppers using statistical methods to model the
time between purchases. Visits is utilized along with other factors for segmentation

purposes; for example, Boone and Roehm (2002) utilize sales data e.g. orders, value,

26



Chapter 2: Background

days since last and first visit etc. to examine the use of artificial neural networks

(ANN5) as an alternative mean of segmenting shoppers.

2.1.4.2. Loyalty programs and cards

Retailers consider loyalty programs and cards as tools to develop marketing strategies.
Loyalty cards are not only utilized for customer retention purposes, but also are viewed
as an additional mean to collect data about shoppers’ behavior (Demoulin and Zidda,
2009). Loyalty programs play a vital role in retailing as are utilized to monitor and
influence consumer choices. Via these programs, retailers offer benefits and encourage
consumers use the service and/or continue shopping to receive rewards and reach a
higher level. Likewise, firms that can potentially gain more repeat businesses and,
gather detailed consumer insights that allow them to target customers with tailored
marketing activities (Yuping Liu, 2007; Breugelmans et al., 2015). An important fact
is shoppers card adoption i.e. percentage of shoppers use the card. Low rates might be
a result of badly designed programs, that require much effort from customers. In
addition, equally important is the card penetration rate in each shopper’s visits i.e.
percentage of purchases made using loyalty card. Plenty of studies utilize loyalty card
data and customer loyalty id as input into the segmentation analysis (Kitts et al., 2000;
Reutterer, Mild, Natter and Taudes, 2006; Liao et al., 2011; Miguéis et al., 2012; Yao
et al., 2012; Han et al., 2014; Park et al., 2014); as a result, the existence and the
adoption of loyalty cards and programs seems that may affect, amplify or could be a
barrier in segmentation approaches. In many cases, (e.g. Chen, Chiu and Chang, 2005)
researchers are not able to perform customer segmentation and mine changes in
customer behavior without having loyalty cards data, and thus customer ids. On the

other side, there are researchers (Griva, Bardaki, Sarantopoulos and
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Papakiriakopoulos, 2014) who claimed that significantly low percentage of loyalty card
penetration in the period covered by the given sales data lead to exclude a large amount
of shoppers; thus they doubt about the quality of the segmentation results. Finally,
there are studies (e.g. Cil, 2012), in which the existence of loyalty cards data seems that

it could really enrich the results.

2.1.4.3. 4Ps (product, price, promotion, place)

The marketing researchers and practitioners, being the ones mostly concerned with
consumer behavior, have devised the fundamental model “marketing mix” — 4Ps
(product, price, promotion, place) prescribing what factors should be considered when

studying consumer behavior and segments.

Product

Product, brand (and its price) are important factors that should be taken into
consideration in segmentation approaches (Lockshin, Spawton and Macintosh, 1997).
Lots of segmentation studies are based on the product mixes customers purchase. The
product is either treated in brand, or item, or in parent product category, or sub-
category level etc. Researchers have claimed poor results, when there is not a right
selection on the granularity level we define the product. Thus, we should not
overlook the significant role of the product taxonomy (see Figure 2-2 for an
example) in such data analytics studies, since it may affect the knowledge discovery
process and the data mining results (Cho et al., 2002). The study of the impact of
product taxonomy on data mining is mainly found in the recommendation systems
literature and in the semantic web literature. Many researchers emphasize that it is

critical to find the right product category granularity level, because it could affect
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association rule results and, thus, the whole recommendation system (Albadvwe &
Shahbazi, 2009; Cho & Kim, 2004; Cho et al., 2002; Han et al., 2014; Hung, 2005;
Kim, Cho, Kim, Kim, & Suh, 2002; Srikant & Agrawal, 1995). Existing approaches
handle this issue by examining (A) the product items a customer purchases or interacts
with at a stock-keeping-unit (SKU)/item level (Kim, Kim, & Chen, 2012). However,
selecting a low grain in a product taxonomy tree, state high dimensionality issues and
problematic results (Kimball and Ross, 2013); or (B) examining product categories
(e.g. beverages, breads, orange juices) based on the granularity level as indicated in
the product taxonomy (e.g. level/height=3 in Figure 2-2) (Cil, 2012; Videla-Cavieres
and Rios, 2014). However, selecting a higher-level grain, they limit their study to fewer

and less detailed dimensions (Kimball and Ross, 2013).

In addition, others utilize a cross-category level as indicated by marketers or domain
experts (e.g. shaded nodes in Figure 2-2) (Albadvwe & Shahbazi, 2009). To the best of
our knowledge, only Cho & Kim (2004) and Srikant & Agrawal, (1995) propose an
algorithmic logic to define the right granularity level of product taxonomy. On the one
side, Cho & Kim (2004) define the right granularity level by selecting cross-category
levels and merging some categories based solely on product purchases (e.g. merging
socks and skincare). On the other side, Srikant & Agrawal, (1995) propose producing
associations between items at any level of the taxonomy and pruning redundant rules

in order to address issues in the product taxonomy.
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Level O ALL

Level 1 Detergents Beverages

Level 2 House Beauty Alcoholic Non- alcoholic

Cleansing Products
Level 3
Face Care Body Care Cola Orange Juices

Level n ‘/ N VN PN 1/ N

ltem Level Anti-age Cream Orange Juice

Brand X 100ml Brand Y 330 ml

Figure 2-2. Product taxonomy example

Apart from the recommendation systems literature, the problem of defining the right
granularity level is also met in the semantic web literature. In this case, an ontology
merging and mapping on products over the different product classification taxonomies
is required. This is based solely on product semantics (e.g. merging of books and
humor books) and it could be vital for product-comparison sites and recommender

systems (Park et al., 2014; Aanen et al., 2015).

Price

Variations in household incomes leads to segmenting some markets along a price
feature. Price segmentation most commonly is met in markets with particular
products (e.g. durable products such as cars, premium products). For example, Thach
and Olsen (2015) performed price segmentation for wine shoppers. Similarly, Liu,
Liao, Huang and Liao (2018) propose a multicriteria segmentation that uses factors
such as customer preferences and product factors e.g. price to perform segmentation

for a car seller. Additionally, price factor is important when we have significant
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variations in prices between the products a retail store sells. For instance, a store
selling both expensive (e.g. televisions) and cheap products (e.g. USB sticks). To
effectively segment shoppers, we should combine this factor with others e.g. variety.
Moreover, segmenting shoppers based on price factor is important for shopper
marketing purposes. For example, Bell and Lattin (1998) revealed that shoppers
purchasing more expensive products prefer EDLP (everyday low price) strategies.
Closing, in existing literature it seems that the price of a product it is usually combined

with other factors and it is commonly utilized in more particular markets.

Promotion

Many researches have highlighted the relationship between promotions and shopping
behavior (Kahn and Schmittlein, 1992). Results have indicated that promotions affect
shopper segmentation. For instance, Lockshin et al. (1997) highlight that response to
promotions is different among the derived shopper segments. Thus, when we examine
a promo-oriented retail context we should examine and consider any data indicating

promotional behavior. The lack of such data may lead to misleadingly segments.

Place

We translate the place into the channel and the store type or format in shopper

segmentation literature.

Channel: Shopping via multiple channels is a rapidly growing phenomenon. With
companies continually adding new channels, retailers face constraints such as channel
integration difficulties (Beck and Rygl, 2015). However, multiple channels assist
retailers to augment their core product offerings and expand service outputs (Sands,

Ferraro, Campbell and Pallant, 2016). This has lead consumers facing a two-
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dimensional decision at their path to purchase: which firm and which channel to
interact with (Neslin et al., 2006). There are studies that segment consumers based on
their multichannel behavior and on channel usage, providing different segments
across several stages of the buying process. For example, Konus et al. (2008) proposed
distinct multichannel consumer segments based on the importance of stores, the
Internet and catalogs at the search and purchase stages. Likewise, Nakano and Kondo
(2018) utilized purchase scan panel data from physical and web stores. Both these
works extracted different shopper segments within each channel. As literature
indicates that diverse shopper segments could arise in different channels, data
scientist should build distinct shopper segmentation models per channel and examine

each channel separately.

Store type/ format: Apart from the different behavior of shopper across different
channels, shopping behavior of consumers also differs across different store types and
formats depending on shopping situations i.e., fill-in or major trips (Bell et al., 2011).;
thus, different shopping patterns may result from different store formats (Gijsbrechts,
Campo and Nisol, 2008). Store format also affects other important segmentation
factors such as basket value (Klein and Schmitz, 2016). Although, store format is an
important factor, research on cross-format shopping patterns, and more specifically
on the distribution of consumers’ shopping basket among different retail formats, has
been largely ignored (Skallerud, Korneliussen and Olsen, 2009; Baltas, Argouslidis
and Skarmeas, 2010). The different cross-format shopping behaviors of consumers
may affect the customer segments and their characteristics; hence, store format seems
to be an important factor that should be taken into consideration in shopper
segmentation. For example, there are studies (Sarantopoulos et al., 2016; Griva et al.,
2018) that declared different shopping visit segments within different store types such

32



Chapter 2: Background

as convenience stores, supermarkets and hypermarkets. Hence, data scientists, should

build different shopper segmentation models per store format/type.

Figure 2-3 includes the factors that researchers have implied that affect the shopper

segmentation process and results. These factors are either related to the retailer (i.e.

4Ps), or to the shopper (i.e. shopper 4Vs), or to both (i.e. loyalty programs). We

inspired the term shopper 4Vs from the data 4Vsi.e. variety, volume, velocity, veracity.

Value

Shopper 4Vs

Volume

Variety

Visits

Retailer

Loyalty Programs

(Existence & Usage)

Price

4Ps

Product

Place
(Channel & Store Type)

Promotion

Segmentation

approaches

Figure 2-3. Factors affecting segmentation approaches

Table 2-1 presents the definition of each factor reflecting the available literature and

Table 2-2 presents each factor, and how (according to our research) it affects the

various shopper segmentation studies.

basket/or purchased by each shopper.

Factor Definition

Volume Is defined as the number of products a shopper interacts with e.g. purchases in
a single visit (or during his/her purchase history).

Variety Shows the total number of distinct product categories purchased in each

Value Is either considered as shopping trip/basket value, or as customer value.

Visits

defined.

Has two definitions: First, it refers to the number of visits a shopper performs
at a retailer's physical or web store. Secondly, it refers to the time between each
shopper’s visits. Each time we use this feature we clearly declare how it is
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Loyalty
Program

It refers to the existence of loyalty cards in retailer's store and the card
penetration percentage i.e. the percentage of purchases made using a loyalty

card.

Price

Refers to the price a product is sold.

Product

The product is either treated in brand, or item, or parent product category, or
sub-category level etc. Some researchers define product in a customized

product category level.

Promotion

Refers to any type of marketing communication used either in or outside of the

retail store, using several means.

Place

Is either defined as different shopping channel e.g. web, physical store, or as

different retailer's store type/format.

Table 2-1. Factors’ definitions

Factor

How it affects shopper segmentation

Related/affected works

Volume,
Variety

Volume is often correlated with variety
feature. Low variety cause data sparsity and
skewness issues and lead to poor results in
segmentation and market basket approaches.

Srikant and Agrawal, 1995;
Cho and Kim, 2004; Yao et al.,
2012; Videla-Cavieres and
Rios, 2014

Value

It mainly affects the input of the CLV and
RFM approaches and the output of the
segmentation results.

Gupta et al., 2006; Cheng and
Chen, 2009; Y. L. Chen et al.,
2009; Khajvand et al., 2011;
Aeron et al., 2012; Yao et al.,
2012

Visits

It affects approaches using as input visits
frequency, recency, number of customer
visits and the time between them
(interarrival time). Also, visit recency is used
and affect RFM approaches.

Boone and Roehm, 2002;
Cheng and Chen, 2009; Y. L.
Chen et al., 2009; Khajvand et
al., 2011; Park et al., 2014

Loyalty
Program

Is viewed as an additional mean to collect
data about shoppers’ behavior. Many
segmentation approaches require shopper's
loyalty card. The lack of this feature or low
card penetration either causes poorer results
or makes shopper segmentation approaches
unable to produce results.

Kitts et al., 2000; Liao and
Chen, 2004; Reutterer et al.,
2006; Liao et al., 2011; Cil,
2012; Miguéis et al., 2012; Yao
et al., 2012; Griva et al., 2014;
Han et al., 2014; Park et al.,
2014

Price

It mainly affects segmentations in markets
with particular products, e.g. cars, wines,
more premium products. It seems that the
price factor it is usually combined with other
factors.

Thach and Olsen, 2015; J. Liu
etal., 2018

Product

The results of market basket analysis and
similar segmentation approaches are affected
by the granularity level we define the product.
Wrong product definition may result data

Albadvwe & Shahbazi, 2009;
Cho & Kim, 2004; Cho et al.,
2002; Han et al., 2014; Hung,
2005; Kim, Cho, Kim, Kim, &
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skewness issues, poor data mining model
performance, and poor results.

Suh, 2002; Liao et al., 2011;
Miguéis et al., 2012; Tang et
al., 2008

Promotion

Results have indicated that response to
promotions and marketing actions affect
shopper segmentation and differentiates
between the derived clusters of shoppers. The
lack of such data in promo-driven retail
contexts may result false positive results.

Lockshin et al., 1997

Place

Different channels and store types result
dissimilar shopper segments. Also, literature
has proved the shopping visit segments
across different store types vary significantly.

Konus et al., 2008;
Sarantopoulos et al.,, 2016;
Griva et al., 2018; Nakano and
Kondo, 2018

2.1.4.4.

Table 2-2. Identified factors VS affected works

Data 4Vs: volume, velocity, variety and veracity

Here, we should also admit that volume, velocity, variety and veracity of data affect
every data analytics process (Abbaswe et al., 2016). Hence, the same happens in
shopper segmentation research. Velocity is the rate at which new data is generated.
According to (McAfee and Brynjolfsson, 2012) “Walmart collects more than 2.5
petabytes of data every hour from its customer transactions”. Thus, as volume and
velocity has far outstripped the capacity of manual analysis (Chang et al., 2014) many
technical issues arise and sophisticated data infrastructures and techniques are
required to manage the enormous data volumes (Goes, 2014). Additionally, require
dynamic and more sophisticated segmentation approaches. To tackle such issues
Reutterer et al. (2006) propose a dynamic segmentation of shoppers enrolled in a

loyalty program of a “do-it-yourself ” retailer.

Regarding variety, data no longer come from one single source and in one format they
could be structured, semi-structured, and unstructured (Abbaswe et al., 2016). From
the other hand, using different data sources aid businesses obtain a multifaceted view
about their customers. Thus, as mentioned before, in retail context different datasets

such as sales data from the omnichannel environment, loyalty cards data,
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demographics, geographic, attitudinal and behavioral data could be utilized and
combined to identify customer segments (Boone and Roehm, 2002; Liao and Chen,
2004; Boztug and Reutterer, 2008; Chen et al., 2009; Khajvand et al., 2011; Aeron et
al., 2012; Miguéis et al., 2012; Yao et al., 2012; Rust and Huang, 2014). As explain
above, the utilization of these sources (e.g. loyalty cards data) affects the segmentation

results.

Validating the veracity of the data, sorting out the noise from valid information has
been and will continue to be a major issue in big data research (Goes, 2014). Data are
not always clean and complete; thus, they must be consolidated and cleaned to analyze
them, extract insights and make the right decision. In the retail context, different data
issues might arise. Apart from inconsistencies in the sales data, several data issues
should be tackled. For example, demographics data might be inaccurate, as shoppers
might deliberately provide wrong data (Chahal, 2015) for instance in attributes such
as age, income, household size etc. For instance, Griva et al. (2014) claimed
inconsistences and poor quality in the given demographics data such as age and
household size, so they omit them from their segmentation and utilized solely sales
data. Additionally, these features even if the current quality is adequate, could be
declared as “slowly changing features”, as they are altering over the time e.g. people
are getting married, salaries may grow etc. (Kohavi, Mason, Parekh and Zheng, 2004);
thus, a segmentation approach that will be conducted in the future, it might

incorporate false data.
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2.2. Consumer Insights

In this section, our goal is to better understand and conceptually define shopping
mission concept. For that reason, we asked for consumer’s opinion and point of view

via a series of focus groups and via a survey.

2.2.1. Focus groups

Our exploratory study included a series of eight focus group discussions with 71
shoppers. Our goal was to better understand and conceptually define shopping
missions in the FMCG domain. Each session included 8-10 shoppers and lasted 45
minutes. Discussions were designed to elicit insights from participants in relation to
how they schedule and organize their shopping trips, how they perceive the
organization of product categories in the stores they visit. Focus groups are generally
more suited for exploratory research (Belk, 2007; Calder, 2011); thus, this study

attempts to build a holistic understanding of the shopping mission concept.

Discussants were randomly contacted via telephone and after an initial screening, we
offered a voucher for their participation. Participants provided consent to videotape
the discussions, and all recordings were subsequently transcribed. Discussions were
guided by a semi-structured group interview guide and were moderated by a group
leader. We structured the focus groups into three generic sections: (A) discussion over
shopper profile asking questions such as age, marital status, the main shopper of the
household, times visiting the store during a week etc., (B) discussion regarding the
usage of product list during a store visit and (C) discussion related to shopping mission

concept. Concerning the latter, we asked participants to recall the last time they visited
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a grocery store. Afterwards, we asked them to indicate the products they purchased

and to denote whether they group these products based on their shopping needs.

Regarding the demographics of the participants the 30,3% of them were men and the
rest (69,7%) were women. According to experts’ opinion, this percentage follows the
typical ratio between women and men shoppers in these FMCG stores. Regarding the
age range, we interviewed shoppers from 22 to 68 years old. We weighed our sample
according to experts’ suggestions who are aware of the age distribution of the typical

shoppers.

Almost all the participants confirmed that they visit the store three to four times each
week and they purchase a narrow variety of products to cover their short terms needs.
A married woman in her early forties said, “T visit the supermarket 3-4 times a week.
I visit retailer X for cleaners and stuff like that and retailer Z for fresh products”.
Similarly, a single man in his thirties stated that: “I visit a store next to my work 2-3
times a week according to my needs. Usually, I am going there after work at around
7 to 8 during the afternoon”. These findings are a first indication of the existence of
the shopping mission concept, as it seems that modern shoppers enter the stores

purchasing a narrow variety of products that satisfy their temporary needs.

Regarding the shopping missions that shoppers execute in the various store types,
shoppers stated that they visit the larger stores such as hyper stores for their weekly
and more abstract visits. They visited these stores mainly during Saturdays. A married
man said, “T visit the store once a week mainly during Saturdays... with my wife we
purchase everything for the whole week”. Whereas, they execute more targeted visits
in the smaller stores such as supermarkets and/or convenience stores. In more detail

they stated that they visit the convenience stores mainly for immediate consumption
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needs such as “breakfast”, “snack”, “heathy snack”, “light meal”, “food-to-go”, “soft
drinks and alcohols”. A young man mentioned the following, “In the cases where I do
not have home cooked meal in my work and I am in a hurry, I visit the convenience
store in the next corner and buy a wrap or a sandwich and something to drink...I

would call it food-to-go”.

Also, shoppers stated that they visit larger stores e.g. supermarkets or hyper stores to
purchase products for “sweet preparation”, “gourmet meal”, “house cleansing” and
“personal hygiene”, “semi-prepared food”, “biological products”, “baby products”, and
“meal preparation”. A woman in her early thirties mentioned “Sometimes after work
I visit the store nearby to buy products to prepare dinner for today or meal for
tomorrow”. Similarly, a married woman said, “almost once every two months I visit

the X supermarket at the suburbs to purchase product for myself such as face care,

body care, make up, hair colorants etc. ... I would call these visits ‘my beauty visits’

(chuckles)”.

Regarding the usage or not of a shopping list, we noticed that shoppers who claimed
that they visit the store having a shopping list, tend to perform more abstract shopping
missions, or they do not confirm the existence of the shopping mission concept e.g. “I
do not visit the store for something specific, I just want to purchase everything for
the week”, “I have plenty of time (a retired man said), almost every day I write down
what is missing and I visit the store at the next corner (of my house)...I could buy

tissues, cheese and fruits or just one product each time...but not for something

specific”.
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2.2.2, Survey

To identify the percentage of shoppers that visit a retail store having a specific
shopping mission in mind, we used a survey. In more detail, we included three relevant
questions in the context of a wider survey which was distributed in different retail
stores all around Greece. In the first question, we asked shoppers about the shopping
missions they execute in the different retail stores. The shopping missions we utilized
were those that the focus group discussions indicated us i.e. “breakfast”, “snack”, “soft
drinks and alcohols, “sweet preparation”, “food-to-go”, “house cleansing”, “personal
hygiene”, “semi-prepared food”, “baby products”, and “meal preparation”. Apart from
the available shopping missions, shoppers also had the opportunity to select that they
do not visit the store having a specific mission in mind. In the second question, we

asked shoppers about the how frequently (rating from 1 to 77) they use or not of a

shopping list during their visits.

We randomly distributed the questionnaires to 1903 shoppers, visiting various
supermarket stores all around Greece. Results indicated that the clear majority of
shoppers (85,5%) answered that they visit the supermarket stores having a specific
mission in mind. Results also revealed that there is a statistically significant difference
regarding the usage of shopping list between those shoppers that are visiting the store
having a shopping mission and mind, and those who do not. In more detail, via
running ANOVA we identified that the significance value is 0,022 (i.e., p = 0,022<
0,05). Thus, we validated shopper’s statement during the focus groups that indicated
that those who do not confirm the existence of shopping mission, tend to use a

shopping list.
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2.3. Research Gaps

Below we present all the research-related gaps according to the literature review

conducted in the previous sections.
Shopper segmentation

Overall, the studies presented in literature review section show that researchers have
applied different business analytics approaches to shopper-level data to produce
shopper segments. They divide the customers into groups based either (A) on their
complete shopping behavior in terms of basket volume, visit frequency etc. (basket and
visit characteristics), or (B) on the mix of products or product categories (contents of
a basket) recorded in their total purchase history (Aeron et al., 2012; Boone & Roehm,
2002; Chen et al., 2009; Cheng & Chen, 2009; Han et al., 2014; Khajvand et al., 2011;

Kitts et al., 2000; Liao & Chen, 2004; Liao et al., 2011, Park et al., 2014).

However, modern shoppers are changing their behavior over time, so we cannot talk
any more about shopper segmentation. We state that the aforementioned studies
overlook the holistic shopping purpose, intentions and missions of shoppers, which
are not the same in every (physical or web) store visit. Sharing other researchers
(Walters and Jamil, 2003; Bell et al., 2011) concerns, in this new era we should put the
shopper visit on the spot, instead of the shopper behavior that changes over time and

that traditional shopper segmentation relies on.
Market basket analysis

In contrast, there is a group of scholars analyzing sales data per visit (basket-level) to
identify associations between products (e.g. Agrawal et al., 1993; Cil, 2012; Srikant &

Agrawal, 1995; Tang et al., 2008). In other words, they do not look for shopper
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segments, but they focus on pairs of products the customers purchase together more
frequently (e.g. diapers and beers in the famous Wal-Mart stores’ study, or in another
example eggs > milk). Although, these studies examine the product association in

basket/visit level, still they overlook the shopping purpose of each shopper visit.
Product taxonomy

The right product category level, i.e. the right level of analysis in the product taxonomy
tree, is crucial to the results of the study, it may affect the knowledge discovery process
and the data mining results (Cho et al., 2002). At the same time, each retailer has its
own product taxonomy and this taxonomy serves other purposes e.g. store
replenishment, shelf space allocation, product assortment selection. Researchers who
selected an existing level in retailer’s product taxonomy, claimed very poor results in
both the algorithms’ accuracy and the business evaluation (Cho and Kim, 2004;
Videla-Cavieres and Rios, 2014). In more detail, on the one hand researches selecting
a low grain in a product taxonomy tree, state high dimensionality issues and
problematic results. On the other hand, those selecting a higher-level grain, limit their
study to fewer and less detailed dimensions (Kimball and Ross, 2013). Therefore, the
selection of grain affects the data mining results and it is important for the design

science to choose the right level of analysis.

Studies that tackle this issue are divided into two groups: (A) Those that defined the
right granularity level by selecting cross-category levels and merging some categories,
based solely on product purchases (e.g. merging socks and skincare). (B) Those
utilized in the semantic web, which take into consideration solely product semantics.
However, the available studies show that there is no generic rule; the researchers select

the product taxonomy level that better serves their research purposes (Cil, 2012;
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Videla-Cavieres and Rios, 2014). In the literature there is lack of algorithmic
approaches that take into account both product semantics and product purchases to
formulate custom categories that serve the data mining purposes. In other words,
there is lack of approached to manage the feature space problem and absorb any
anomalies with respect to identify a friendly context in order to undertake a data

mining task.

Figure 2-4 depicts the research gap concerning the above aspects i.e. the scope of the
analysis (shopper segmentation and MBA), and the product taxonomy. The shaded
areas declare the research gaps, and the dark grey rectangle in the middle is the area
that our research contributes the most. More specifically, the scope of analysis
describes the extent to which market baskets are utilized to study a specific issue. On
the one hand, researchers study the associations between products that customers
purchase during a visit. On the other hand, they study and group baskets using the
entirety of a customer’s shopping visits. In our perspective, this dimension is shaped
with a view to study the shopping purpose/mission of a single customer visit. Also,
regarding the product taxonomy, as mentioned earlier, researchers utilize the trees’
internal nodes (product categories) or the tree leaves (SKU level) depending on the
scope of analysis. In our work, we adjust the original product taxonomy, often defined
by a retailer for operational purposes, and produce customized product-categories,

which can adequately support the visit segmentation.
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Existing category management practices focus separately in each category e.g. milk,

cereals, coffee etc. Business executives recognize the need to incorporate the shopper

behavior, needs and missions into CM practices. Similarly , there are a few researchers

(e.g. Song and Chintagunta, 2006; Kamakura and Kang, 2007, Han et al., 2014;

Nielsen et al., 2015) that highlight the need to manage categories based on shoppers

and their needs (consumer-centric CM).

However, in existing category management literature there are no such practices. Even

consumer-centric CM is focusing merely on cross-category relations and not on

shopper needs. Hence, retailers are still losing potential revenue due to their failure to

get the right goods to the right places at the right price. As a result, incorporating

shopper needs, missions and behaviors in CM, it is still an open issue in business and

a research gap.
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Factors affecting segmentation approaches

Delving deeper into the segmentation literature we identified that there are studies
mainly in the marketing domain, that discuss several factors that affect big data
analytics systems in general. However, they do not present evidence of how these
factors affected relevant segmentation cases. Also, in the IS literature there is a great
majority of papers that perform shopper segmentation. Though to the best of our
knowledge, authors describe their own case and not “the bigger” picture i.e. how
system inputs and factors (e.g. data) affect and alter the segmentation process, system
and results/outputs. It is only implied, and it is not discussed how different factors
affected segmentation results. As it is obvious, there is a need to identify factors

affecting segmentation approaches and to present evidence on how that happens.

Business analytics approaches

Editorials (Agarwal and Dhar, 2014; Goes, 2014), other academic papers (Abbasi et
al., 2016; Miiller et al., 2016; Delen and Zolbanin, 2018) and practitioners (McKinsey
Global Institute, 2011; McAfee and Brynjolfsson, 2012; Bean and Davenport, 2019)
highlighted that we should take full advantage of the possibilities created by the
availability of big data and relevant technologies; also, they emphasize the need to
develop data-driven approaches, systems and frameworks to better understand and
form the insight generation processes (Pick et al., 2017). However, delving deeper into
the rest segmentation literature, there are is a lack of data-driven segmentation

approaches.

Below, (Table 2-1) we present an overview of both business and research gaps. Also,

we shortly present how we address each gap in the current dissertation.
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Concept

Gap

How we address it

Shopper
segmentation

Practitioners suggest that contemporary
retail demands a transformation of
traditional shopper segmentation systems
and approaches. Old-school shopper
segmentation is not enough and cannot
describe the new, volatile shopper habits
and preferences.

Current research on customer segmentation
utilizes all shopping visits to identify
customer groups. These studies examine
shoppers’ behavior via looking at the
entirety of the products a shopper has
purchased, regardless of whether this took
place in one or more visits and try to
segment shoppers based on this behavior.
The aforementioned studies overlook the
shopping purpose of a single customer visit.
However, marketing researchers who talk
about different shopping trip types, e.g. fast
refilling trip or major monthly trip (Walters
and Jamil, 2003; Bell et al., 2011), have
stressed the need to understand a single
customer visit.

We suggest that we should
put the shopper visit on the
spot, instead of the shopper
behavior that changes over
time and that traditional
shopper segmentation relies
on.

We coin the term “visit
segmentation”, to pinpoint
this need.

We use real data from three
different case studies and we
generate segments of
customer visits. Then, we
attribute to each segment
the shopping intention
behind the visits.

Market
basket
analysis
(MBA)

Although, market basket analysis practices
focus on the associations between the
purchased products in basket/visit level.
Still, they overlook the shopping purpose of
each shopper visit.

The visit segmentation that
we propose, focuses on the

underlying needs  that
boosted a customer visit a
store e.g. to purchase

products for a light meal, or
to procure materials to
renovate their bathroom etc.
These needs and missions
can be extracted using
various datasets reflecting
customers’ behavior e.g.
product purchases,
interactions, preferences etc.

Product
taxonomy

Lots of segmentation studies are based on
the product mixes customers purchase.
Researchers performing either market
basket analysis (MBA), or similar
segmentation approaches have claimed poor
results, when there is not a right selection on
the granularity level we define the product.

We propose formulating a
customized product category
level, via Dbalancing a
retailer’s product taxonomy.
In more detailer, we suggest
a semi-supervised feature
selection method that uses-a
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Regarding product taxonomies there are two
group of studies that try to tackle this issue:
(A) those that formulate categories based
solely on product purchases without
considering product semantics (e.g. merging
socks and skincare, (B) those utilized in the
semantic web, which take into consideration
solely product semantics.

However, in the literature there is a lack of
algorithmic approaches that consider both
product semantics and product purchases to
formulate custom categories that serve the
data mining purposes.

product taxonomy as an
input and suggests the
features/custom categories
as an output. This approach
is used to balance retailer’s
product taxonomy tree, and
it considers both the
frequency  of  product
purchases and the product
semantics.

Category
management
(CM)

Business executives recognize the need to
incorporate the shopper behavior, needs and
missions into CM practices. Similarly,
researchers pinpoint that we should manage
categories based on shopper needs and
behaviors. However, this is still an open
issue in business and a research gap in
literature.

We propose not only to focus
separately on each category
e.g. milk, cereals, coffee etc.
as traditional CM does, but

to move from CM to
Shopping Mission
Management. This way we
will treat categories
collaboratively under the
shopping  mission they
participate.

Factors
affecting
segmentation
approaches

Marketing literature: studies that discuss
several factors that affect big data analytics
systems in general-> they do not present
evidence of how these factors affected
relevant segmentation cases.

IS literature: there is a great majority of
papers that perform shopper
segmentation—> authors describe their own
case and it is only implied, and it is not
discussed how different factors affected
segmentation, system and results/outputs.
There is a need to identify factors affecting
segmentation approaches and to present
evidence on how that happens.

We pinpoint factors, that (A)
prospective  designers of
segmentation systems
should consider if they want
to produce valid segments,
(B) data scientist should
consider when manipulating
and modeling data and (C)
marketeers should consider
interpreting the
segmentation results. We do
so, by presenting three
heterogeneous case studies
from the retail domain.

Business
analytics
approaches

Lack of data-driven approaches, methods,
frameworks in general and thus, lack of
data-driven approaches that perform visit
segmentation.

We propose, develop and
evaluate a business analytics
approach that performs visit
segmentation.

Table 2-3. Overview of business and research gaps
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3. RESEARCH METHODOLOGY

The aim of this chapter is to present the research methodology employed to address
the research objectives and answer the research questions. Thus, in this chapter firstly
we present the research questions that are formulated based on the identified research
gaps and business problems. Then, given our research objective and the research
questions, we adopt as methodological backbone the design science paradigm (Simon,
1996; Hevner et al., 2004) and we consider a business analytics approach that
performs visit segmentation as outcome of this study. For collecting data for
the various steps of Design Science Research, three different cases studies are selected
and presented (multiple case study design). Here we should declare that, multiple
case study design serves Design Science Research (DSR) approach. Below
both Design Science Research approach and Multiple Case Study design are presented.
Closing, we describe in detail how we adopt these approaches into the research

methodology and design of this dissertation.
3.1. Formulating and explaining the research questions

Retailers have begun to realize that the traditional, old-school shopper segmentation
is not enough and cannot describe the new, volatile shopper habits and preferences.
This happens since the modern shopper has changed and looks constantly for new,
improved value-added retail experiences. The shopper flits between shopping
channels and performs a complex shopper journey with the purpose to satisfy his/her
increasing demands for quality and value (Wood, 2018). Shopper behavior is no longer

predictable; it is changing through time and, even, between shopping visits in the same
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store (Sorensen et al., 2017). Thus, from a methodological perspective it is meaningless
to analyze as a bulk, all the visits of a shopper to understand his/her behavior.

To cope with the changing behavior of shoppers, both researchers (Walters and Jamil,
2003; Bell et al., 2011) and practitioners (ECR Europe, 2011) have stressed the need
to focus on each single customer visit. Putting the shopper visit on the spot, instead of
the shopper total buying behavior that shopper segmentation relies on, has the
potential to ensure a more accurate view of the shopper desires that change frequently
due to an abundance of new products, shopping channels and services offered every
day. Hence, from a methodological perspective, there is a need to analyze each visit a
shopper performs, separately.

Based on the above we formulate the first research question as follows:

e How can we derive visit segments from shopper data?

On the other hand, business people translate visit segmentation as “shopping
mission”. In more detail, practitioners have coined the term “shopping mission” to
refer to the intention that initiated a shopper’s visit (ECR Europe, 2011). At the same
time, marketing researchers talk about different shopping trip types, e.g. fast refilling
trip or major monthly trip (Walters and Jamil, 2003; Bell et al., 2011), to refer to
shoppers’ intentions, missions and deeper motives when visiting a store.
Based on this we enhance the first question as follows:

e Can we extract the different shopping missions of customers from the identified

visit segments?

In parallel, delving deeper into the segmentation literature, there are is a lack of
business analytics-informed and data-driven approaches to identify the various visit
segments and understand shoppers’ deeper needs, preferences and missions.

Based on this, the following questions is formed.
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e Can we develop a business analytics-informed approach to perform visit

segmentation?

Similarly, in existing segmentation literature, we identified that there are different
data, retailer and shopper factors and characteristics that affect the input, the analysis
and the results of segmentation systems and approaches. Thus, another question we
seek to answer is whether these factors affect our proposed visit segmentation

approach. Thus, another question is also formed:
e What are the factors that affect the design of visit segmentation systems?

Below we present the aforementioned research questions this dissertation seeks to

answer:

¢ Q1. How can we derive visit segments from shopper data?

o Can we extract the different shopping missions of customers from the

identified visit segments?

o Can we develop a business analytics-informed approach to perform visit

segmentation?

e Q2. What are the factors that affect the design of visit segmentation systems?

As it is obvious, to address these questions, first we should clearly define visit

segmentation.
Defining visit segmentation

We define visit segmentation as: the process of dividing customers’ visits into
homogenous groups that unveil customers’ deeper needs, preferences and missions

as reflected in their behavior during the store visits.
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By referring to behavior, we mean the purchase behavior as reflected in shopper-

related data such as:

(A) The contents of a basket, to extract insights e.g. this visit’s goal is to purchase

products such as rice, salmon, shrimps, soya sauce and seaweed, to prepare sushi.

(B) The basket characteristics, e.g. this visit is a “stock-out visit”, including a large

volume from a wide variety of products.

(C) The visit characteristics, e.g. this visit was intent to take a quick look at the aisles

displaying professional clothes etc.

Here we should admit that, new technologies such as Internet of Things (IoT), boost
the (shopper) data that capture customer behavior. Thus, nowadays behavior covers
all the interactions during the shopper visits e.g. what a customer purchases in a
physical or a web store, puts in a virtual web basket but finally doesn’t bought, tries on
in a sensor-enabled fitting room, grabs from the smart shelves of an Amazon Go store,

puts in the wish-list etc.
3.2. Design science research approach

Design Science Research (DSR) is one of the two research paradigms that (Hevner et
al., 2004) have recognized. The other research paradigm, called as behavioral-science
paradigm, has its roots in natural science research methods and focuses on identifying
and explaining the underlying regularities of phenomena or on interpreting human
experiences and discourse (Romme, 2003). It seeks to develop and justify theories that
explain or predict organizational and human phenomena surrounding the analysis,

design, implementation, management, and use of information systems. On the other
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hand, the design-science paradigm has its roots in engineering and the sciences of the
artificial (Simon, 1996) guidelines, design principles and technical capabilities
through which the analysis, design, implementation and use of information systems
can be effectively and efficiently accomplished (Denning, 1997). Such artifacts are not
exempt from natural laws or behavioral theories. On the contrary, their creation relies
on existing kernel theories that are applied, tested, modified, and extended through
the experience, creativity, intuition, and problem-solving capabilities of the researcher
(Markus, Majchrzak and Gasser, 2002). Such artifacts vary from constructs
(vocabulary and symbols), models (abstractions and representations), methods
(algorithms and practices), and instantiations (implemented and prototype systems)
(Hevner et al.,, 2004; Hevner and Chatterjee, 2016). Goes (2014) highlights the
absence of design science research in Top Journals and subscribes to the notion that
the IS field needs more design science research. The design science research paradigm
increasingly diffuses into the IS community and has gained increasing recognition

over the last years (Baskerville, 2008).
3.3. Multiple case studies design

Theory building from multiple case studies gained respect as it is suitable for
unexplored research areas where it is critical to bring the researcher in close proximity,
both conceptually and physically, to the underlying phenomenon, allowing for deeper
engagement with the social settings (Fendt and Sachs, 2008). As Eisenhardt and
Graebner (2007) highlight, “a major reason for the popularity and relevance of theory
building from case studies is that it is one of the best (if not the best) of the bridges

from rich qualitative evidence to mainstream deductive research.”. Papers that build
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theory from cases are often regarded as the “most interesting” research (Bartunek,

Rynes and Ireland, 2006).

Selecting cases is an important but difficult aspect of case research. Literature provides
some insight into this process (Yin, 1994; Stake, 1995) recommending that the cases
should be easy and willing subjects, maximizing what can be learned within limited
time. Based on the assertion of Stake n(1995) “a good instrumental case does not have
to defend its typicality”. A good practice in multiple case study design is the cases to
follow replication logic. In this regard, although each individual case study represents
a “whole” study, in which information is gathered from various sources and
conclusions drawn on those facts, the outcomes from one case are compared with the
conclusions from the other cases. This indicates that we talk about literal replication
expecting that each case shows the same results. Yin (1994) proposes the usage of
around 2-3 cases for literal replication. The first case can be considered as the pilot
case that will help us in deciding the final data collection protocols to be used and the
design as a whole. Finally, all the cases can be considered as embedded case studies,
as they try to draw conclusions by analysing sub-units of the study object and not the

phenomenon as a whole.
3.4. Research design

In design science, the researcher creates and evaluates IT (Information Technology)
artifacts and/or theories intended to solve identified organizational problems. The
knowledge base is composed of foundations and methodologies used to develop the
artifact. Below we present the basic components of design science research and how
are addressed in the current dissertation (Figure 3-1). Afterwards, we shortly explain

and translate the basic components of DSR according to our research objectives.
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Figure 3-1. Research approach (adapted from Hevner, 2004)
(A) Problem definition

This dissertation aims to solve a business problem/need in the retailing environment,
which is to perform visit segmentation and identify the underlaying shopping needs

and missions of customers. To better define this problem, it follows the below steps:

e Literature gaps: To set the research setting firstly we conducted a review of
the pertinent literature. This way we specified the research questions which is
related with the visit segmentation concept and we pinpoint the research gaps

and the purpose of this research.

¢ Industry insights: Having laid the foundations upon which this doctoral
research will be grounded, then we investigated various open issues and
business problems industry people face, when try to better understand and

satisfy their demanding customers. In more detail, as we identified that
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business people translate “visit segmentation” as “shopping mission”. Thus, we
use the term “visit segmentation” to more precisely describe the “shopping

mission” term which widely utilized in the industry literature.

e Consumer insights: Afterwards, to better understand and conceptually
define shopping missions in the FMCG domain, we conducted a series of eight
semi-structured focus group discussions with 71 shoppers. These discussions
confirmed that contemporary shoppers entering the store having in mind a
specific shopping mission. In addition, a survey was used to investigate

shoppers’ behavior and perception regarding the shopping mission concept.

(B) Develop/Build

Then we develop and evaluate a technology-based solution that is relevant to the above
research problem (visit segmentation). In this research the developed artefact is
an approach, providing a certain manner to handle the appropriate data aiming to

extract the visit segments.

(C) Justify/Evaluate

Then, we put the approach in practice to evaluate it, asses its impact and realize if it
can solve the original problem. This phase includes two steps: (i) Approach evaluation
and (ii) impact. Regarding the first one owing the lack of prior systematic research on
the visit segmentation topic, to address this objective the research is based on
multiple case studies design. Regarding the second one (impact), we designed a
series of focus groups and a field study to assess the value, the impact and the validity
of the resulting visit segments. Below we explain both (i) evaluation and (ii) impact in

detail.
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I. Evaluation

In more detail, the proposed approach is been evaluated by applying it into
real data derived from three case studies. The three cases are chosen based
on our involvement in industry projects within the context of analytics. By
applying the approach in three different cases we evaluate it and prove its
generalizability. Below, we present the characteristics of each case and we discuss the

data 4 Vs (variety, volume, veracity, velocity) for each study (Table 3-1).

Case A: The first case concerns sales data from different channels and stores of two
major Greek fast-moving consumer goods (FMCG) retailers. Regarding data volume
and variety, the first FMCG retailer has provided one-year point-of-sale (POS) data
from two representative physical mini-hyper markets, two supermarkets, two
convenience stores and the web store. Similarly, the second retailer provided one-year
POS data from a supermarket. Apart from the POS data, we also received data
regarding the product taxonomy and loyalty cards data. In more detail, we received
loyalty cards data and customer demographics solely from the web store of the first
retailer, and we had information regarding the declared card holder’s age, gender, and
household size. Loyalty cards usage in the web store is increased, as the retailer has set
a beneficial points system. Likewise, the second retailer provided us with loyalty and
cardholders data. We performed ad-hoc analysis based on historical data, thus data
velocity didn't affect us. Regarding data veracity, although in the retail context,
different data issues may arise; we didn’t identify significant imprecisions to our
datasets. We faced imprecisions in the demographics data, as a few shoppers declared

wrong information, for instance, in attributes such as age, households etc.
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Case B: Respectively, in the second case, we produced the visit segments for all the
physical stores of a Fortune 500 specialty retailer of home improvement and
construction products — also known as do-it-yourself (DIY) retailer. In more detail,
regarding dataset volume and variety, we received two-year POS data, of various stores
of the retailer. Each visit was associated with a cardholder; hence, we could identify all
the baskets a shopper had purchased through his/her history. Apart from the POS and
loyalty data, we also received the product taxonomy retailer use to categorize the
available products. Data veracity in this case was low, as the POS data was already

cleaned and curated by retailer’s team. Also, here we didn’t receive demographics data.

Case C: The third case concerns data from a physical and the web store of a major
German fashion retailer. Regarding dataset volume we received one-year POS data
from one physical store of a European fashion retailer and the transactions of the web
store. Concerning data variety, we received: POS data, data for the product taxonomy
tree, cardholders’ demographics e.g. gender and age, data regarding promotions e.g.
we could track whether each transaction was promo-driven, garments’ data e.g. color,
size. Data veracity in this case was medium as we faced imprecisions in the

demographics data, as a few shoppers declared wrong information.

Case A Case B Case C
Domain FMCG Home Improvement - Fashion
DIY
-POS
-Loyalty
-POS -Product taxonomy
-Loyalty -POS -Cardholders’
Data Variety | -Product taxonomy -Loyalty demographics
-Cardholders’ -Product taxonomy -Product
demographics characteristics (e.g.
color, size)
-Promotions
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\Bfﬁme 5.5 GB 0.5GB 0.8GB
Data Medium due to Medium due to
Veracity cardholders’ Low cardholders’
demographics demographics
Data Ad-hoc analysis based | Ad-hoc analysis based | Ad-hoc analysis based
Velocity on historical data on historical data on historical data
3 different store types,
6 physical stores, web .
Stores store of a Major Greek | All physical stores of an ;tl())}rlzs;zl (S}te(iifl; \rxlveb
retailer, 1 supermarket | American retailer .
of another Major Greek retailer
retailer
Table 3-1. Case studies overview
II. Impact

To examine the impact of our approach we designed a series of focus groups

and a field study for one supermarket store of an FMCG retailer. This process
included three phases (Figure 5-3):

YI=D ¥,

Figure 3-2. Shopping mission evaluation phases in the FMCG

Field study/ Pilot
app &
Questionnaires

POS data analysis=>
Shopping missions

Focus group
discussions

environment

i.  Firstly, we analyzed one-year transactional /POS data from one grocery store to
identify the shopping missions that shoppers perform during visiting each

store.

ii. ~Then we conducted semi-structured focus groups to discuss with the

actual store shoppers and ask for their view on the resulting shopping missions.

iii.  Afterwards, we designed a field study in the store to evaluate the resulting data-
driven shopping missions and asses their validity. To achieve this, we exploited

two different means i.e. a mobile app and a survey using hardcopy

58



Chapter 3: Research methodology

questionnaires. While users shopped and navigated in this store, they used a
custom mobile application which distributed various coupons. Then, at the
store exit they filled a short questionnaire. Via this case study we proved that
shoppers confirm the identified data-driven shopping missions. Also, to
enhance shopping mission’s validity we demonstrate that the shopping
mission-related disseminated coupons achieve higher redemption rate and are

claimed by a shopper into less time than the non-related coupons.

(D) Knowledge base

To build the proposed approach, we used both theoretical foundation and
methodologies. Theory regarding shopper segmentation and category management
and CRISP-DM (Chapman et al., 2000) which is a Cross-Industry Standard Process
for Data Mining were used as the basic knowledge inputs in the developed approach.

In more detail in our approach we follow and alter the CRISP-DM steps.

In addition, data mining techniques such as clustering and classification, data mining
algorithms such as k-means and feature selection methods were used to develop the
approach. Statistical analysis and measures such as ANOVA, Pearson correlation,
Jaccard similarity etc. were used to evaluate the field study results and to analyze the
shopper questionnaires. Likewise, qualitative analysis was used to analyze the focus

group transcripts during the various research faces.

Closing, the theory contribution and the practical implications are detailed. Regarding
theory contribution this dissertation, develops a business analytics approach that
performs visit segmentation. To the best of our knowledge this is the first data-driven
attempt to identify visit segments and explore the underlying customers’ shopping

missions. Also, this dissertation opens a new chapter in category management. In-a
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nutshell, the practical value of this work is stressed when considering the consumer-
oriented business decisions it can support e.g. shopping-mission based store layout,

or product catalogues, or promotions etc.
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4.A BUSINESS ANALYTICS APPROACH FOR VISIT

SEGMENTATION

Our goal is to explore visit segmentation concept in a way to comprehend customers’
shopping behavior and intentions and identify their deeper shopping needs that
motivated the shopper’s visits. To do so, we propose a data-driven approach to identify
the different visit segments. In brief, we generate clusters of visits based on the content
of a basket and the basket characteristics (see 2.1.2 for more details). The resulting mix
of purchased product categories guides us to identify the original shopping purpose of
each shopper visit and, thus, characterize each cluster of visits based on the shopping
intentions and missions that motivated the visits e.g. if we identify that in a visit
segments shoppers purchase rice, salmon, shrimps, soya sauce and noodles, then we
assume that this visit segment entered the store to purchase products for an ethnic

meal.

To develop and design the visit segmentation approach, we have adjusted CRISP-DM
(Shearer, 2000), a cross industry standard process for data mining. Our approach
includes the following phases/layers: (a) data understanding and preparation (where
the data are pre-processed, cleaned and prepared for the data analysis purposes), (b)
data modeling and model evaluation (where the data mining model is created and the
results are evaluated in both business and technical terms), (c) results interpretation
(where the visit segments are extracted, interpreted and translated into shopping

missions).

The major input of our approach is data recording to shopping behavior (e.g. content

of a basket and basket characteristics). Also, other data sources e.g. demographics,
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loyalty cards data, product information etc. are used to enrich the analysis. Different
factors and data that are either related to the retailer (i.e. 4Ps), or to the shopper (i.e.
shopper 4Vs), or to both (i.e. loyalty programs) could affect the input of the visit
segmentation approach. In more detail these factors are twofold, as on the one hand
they shape the initial data set, and on the other hand they have a mediating role in

explaining the results.

The output is the final interpreted and translated visit segments into shopping
missions that can be used by marketeers and decision makers to support decision
making. The originality of our approach is embodied to the last phase/layer where we
interpret the visits’ clustering results to communicate them to the experts, and on the
modeling phase which is affected by specific factors e.g. variety, product. We highlight
that the effectiveness of our approach and the generation of meaningful visit segments,
depends on the afore-described factors of the data (e.g. basket volume) and the retail
case itself (e.g. shopping channel and product). The values that these factors take in
each retail case should guide both the execution of the data analysis, as well as the

translation of visit segments to shopping mission per visit.

Results Interpretation

Layer
A
1
Input g
~____nput - Data Modeling & ____Output
Data & Factors Evaluatio[l Layer Decision making

Data Understanding
& Preparation Layer

Visit segmentation approach

Figure 4-1. Visit segmentation system

Next, we analyse more thoroughly each layer of the visit segmentation approach
(Figure 4-2). As mentioned above, the originality of our approach is embodied to the
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last phase/layer where we interpret the clustering/segmentation and in the
“Modeling” phase (marked with red in Figure 4-2) where we employ clustering for the
customer visits segmentation. This phase includes: (a) product taxonomy adjustment,
(b) cluster sampling and (c¢) adjustment of the input data to produce valid customer

segments. Next, we summarize the steps of our approach.
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4.1. Business, data understanding and preparation layer

The business goal is to identify the different segments of customer shopping visits
which reflect the specific shopping missions, i.e. needs and preferences of the
corresponding customers that motivated these shopping trips/visits. Our goal is to
offer them the appropriate service mix. We perform the segmentation by examining
the product categories the customers purchase during their visits in physical or web

retail stores.

Input dataset: Apart from data referring to the product purchases per visit (i.e.
basket data), the relative input dataset includes the product category tree and the
product barcodes of the retailers’ product assortment. More input data might be other
interactions between shoppers and products during store visits. For instance, products
that customers put in their physical or electronic basket, store aisles they pass by,
products putting in their wish list, or garments that they try on in fitting rooms in
fashion retail stores, but they do not purchase them. Such data may be captured by the
standard point-of-sales devices or by RFID sensors, Bluetooth Low Energy (BLE)
tracking devices (e.g. beacons), or by navigation data (e.g. google analytics) in the web
environment. Extra data sources, e.g. customer demographics data, could enrich and

enlighten the resulting visit segmentations.

Data preparation: Given the heterogeneity and the noisy nature of the data, it is not
enough to just collect them and throw them into a data repository (Jagadish et al.,
2014). Synchronizing and integrating the datasets derived from various sources for
establishing data consistency is a major challenge. Thus, data preparation is required
to support the comprehension of the data sources and the business context they

originate from. In other words, firstly wet perform data integration, which involves
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combining data residing in different sources (Lenzerini, 2002). Then, we apply data
cleansing for detecting and correcting or removing errors and inconsistencies of the
data to improve data quality (Rahm, 2000); and we transform the data in a way to be
ready for the modeling. Finally, we end up with data validation after each of the above
steps to consolidate the data integrity of the available datasets based in ad hoc criteria

selected by the researchers.

4.2. Data modeling and evaluation layer

Essentially, this phase performs the following three prerequisite tasks: (a) unit of
analysis identification, (b) product taxonomy adjustment, (c) cluster sampling and (d)
input data adjustment and clustering, which ensure that the clustering analysis will

produce meaningful results.

4.2.1. Modeling

4.2.1.1. Unit of analysis identification

It is critical to identify the unit of analysis we will use to identify customer’s shopping
intention. Extracting shoppers’ mission might not require zooming into a single store
visit. In more detail, there could be retail cases where we can perform visit
segmentation and identify shoppers’ deeper intentions in visit level e.g. this visit is
performed to purchase breakfast. There could also exist cases where we need to
examine “x” sequential visits to identify the shopping mission. For instance, a shopper
usually visits a retail store that sells products for home improvement many times and
purchases few materials each time (Wolf and McQuitty, 2011). Hence, to understand

his/her shopping mission we need to examine his/her continuous in time visits. Lastly,

there could also be cases where we should examine all shoppers’ store visits to identify.
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the shopping intention e.g. in a fashion store. This way we move from visit
segmentation to traditional segmentation approaches (Figure 4-3). The factors and the

particularity of each retail domain will help us on this decision.

~

. — . Visit
| M_M_. |, Group of “X" sequential
\ __J shopper visits —3> Time continuum

/

b Item/product
000000

Figure 4-3. Possible units of analysis

4.2.1.2. Product taxonomy adjustment

Each retail chain has designed and maintains a product hierarchy (often referred to as
product-categories tree) that is necessary to conduct various business processes (e.g.
store replenishment, shelf space allocation, product assortment selection). This tree
corresponds to the product variety and market specialization to facilitate the
operational activities in the best way possible. However, we suggest that it is not
suitable “as-is” for data analytics purposes because it is often unbalanced and has
characteristics hindering the performance of data mining algorithms. These
characteristics, which we also came across in our study, are: (a) the height of the sub-
trees is significantly different, indicating high product specialization in some product
categories (sub-trees), (b) the product tree might be a forest from a data structure
perspective meaning that the product categories are expanding separately and
managed independently, and (c¢) the node’s degree is varying significantly especially at

the SKU/item level. Hence, we suggest that the underlying characteristics of the
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dataset might affect data mining activities due to the utilization of highly skewed data

sets.

To see into the characteristics of the dataset and discover any signs of skewness, we
examined the relationship between two variables, namely the number of SKUs/items
classified at every branch of the Product Taxonomy (product variety) and the
participation percentage of a branch in the baskets (basket frequency). In the next
scatter plot (Figure 4-4), we depict that the x-axis depicts the former variable and y-
axis the latter for a product taxonomy tree with height=3. Every point of the plot
represents a single product’s taxonomy branch and different colors are used to
discriminate paths belonging to different product taxonomies (forest). The plot
suggests significant positive skewness in both variables; therefore, we had to manage
the dispersion either by merging nodes relying at the bottom right area or by splitting
nodes found at the top left corner and produce an efficient balanced product
taxonomy. According to Aggarwal (2016), our problem domain requires extreme-value
analysis as it suffers from outliers and we adopted Aggrawal’s suggestion that “the
choice of the model depends highly on the analyst’s understanding of the natural data
patterns in that particular domain”. In this spirit, we initially utilized relevant
techniques (e.g. Box-Cox transformation) to manage outliers, but we finally came up
with a semi-supervised feature (product category) selection approach that gets the

product taxonomy as input and suggests the features as output.
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Figure 4-4. The relationship between product variety and basket frequency

More specifically, we propose an approach relying on the variety of the product
categories in a shopping basket or visit (product variety) that adjusts the retailer’s
original product taxonomy and produces a customized product-categories tree, which
can adequately support the clustering analysis and the identification of the customer
visit segments. The logic behind the balancing of the product-categories tree is mainly

quantitative. The steps we follow to balance the product taxonomy tree are:
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a. First, we identify the main product categories (e.g. initial level n in Figure 4-5).
Then, e utilize the other researchers’ proposition (e.g. Bi, Faloutsos, & Korn,
2001) that retail sales data could be represented as a Discrete Gaussian
Exponential (DGX) Distribution; thus, a relative small percentage of product
categories contributes in most of sales (or Basket Frequency in our case). The
role of DGX is to isolate product categories into two disjoint sets: (i) the green
set includes product categories with high Basket Frequency and (ii) the red set
assembles the remainder product categories. The proportion between green
and red product categories empirically was found around 1:10.

b. Secondly, we adopt a bottom-up iterative approach and focus on the red set of
product categories and merge nodes sharing the same parent. In other words,
we shrink a sub-tree of red nodes and replace it with the parent node with
respect to manage the long tails negative effects and the skewness of the data.

c. Regarding the height of the sub-trees, we revised the new product taxonomy
and if a tree branch is shallow, e.g. see ‘level n-1” of Figure 4-5, the last available
nodes will also become green.

d. Finally, we reconsider the merged product categories in a qualitative manner
taking into account the business context, the analysts’ acquired knowledge of
the context and experts’ opinions (e.g. suppliers, retail managers etc.).
Ultimately, we determine if we keep these red categories that had been merged
as the algorithm indicated, or we split them, or we devise completely new
categories that serve the data mining purposes by merging selected nodes.

We emphasize that we merge or split categories that belong to the same parent node,
considering the experts’ opinion and the product semantics in a way that we avoid

merging unrelated categories e.g. skincare and socks.
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Figure 4-5. Balancing product categories tree to formulate new product

categories

4.2.1.3.  Cluster sampling

We use cluster sampling, with equal sampling weights, to eliminate the outliers. we
consider the visits during which a customer has purchased very few or too many
products in terms of variety to be outliers. These visits correspond to too concrete or
too abstract shopping trips (Bell et al., 2011). The concrete shopping trips are too
targeted to extract any product affinities, whereas the abstract ones contain such a
wide variety of purchased products, e.g. a monthly stock-out visit in a supermarket,

which cannot highlight a specific shopping mission.

The cluster sampling technique groups a finite population into subpopulations-groups
called clusters; then, a subset of these clusters is selected (Sarndal, Swensson and
Wretman, 2003). We select the final meaningful clusters considering a basic criterion
i.e. the percentage of baskets belonging to each cluster, as well as other relevant
descriptive statistics, e.g. revenues per cluster. For instance, in the case of a specific
grocery retail store, we can eliminate the baskets that contain only one product (8% of
total baskets) and those baskets with more than 80 products (2%). We will utilize the
rest of the baskets which reflect 95% of the total revenues.
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4.2.1.4. Input dataset adjustment and clustering

To perform clustering, we need to adjust the dataset in order to form the fact table
(Table 4-1) (Shearer, 2000), which represents the learning dataset of the clustering
model and includes all the information about a customer shopping visit. Each row of
our data table represents a visit (or basket) and the columns correspond to our
customized product categories, as well as the visit attributes. The product categories’
columns are filled with a binary flag, one (1) or zero (0), indicating that the respective
basket contains products of this product category or not, respectively. These
categories/columns are the input to the data-mining model. In our case, we have
selected clustering as the data mining technique to segment visits. More specifically,
we have selected k-means. The basic idea of k-means is to discover k clusters, such that
the objects within each cluster are similar to each other and dissimilar from the objects
in other clusters. K-means is an iterative algorithm; thus, an initial set of clusters is
defined, and the clusters are repeatedly updated until no further improvement is
possible (You et al., 2015; Huerta-Muiioz, Rios-Mercado and Ruiz, 2017). The accuracy
of this algorithm and the quality of the results depend also on the initial number of
clusters (Mesforoush and Tarokh, 2013). Thus, it is critical to define a mechanism to
determine the optimal number of clusters. Well-known methods to determine the
optimal number of k are elbow, silhouette and gap statistic (Milligan and Cooper,
1985; Tibshirani, Walther and Hastie, 2001). Here, we should mention that the
proposed approach seems to be independent and free from any clustering method, as

other clustering algorithms e.g. EM (Expectation Maximization).
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Visit/Bask | Custom Custom Custom )
et UID Category 1 | Category 2 Category n Other relative data
e.g. demographics and
1 1 1 o Me’Ea- data e.g. basket
2 0 0 1 size, revenue etc.

Table 4-1. Fact table structure

4.3.2. Evaluation

Here, we suggest that the resulted visit segments should be assessed in both business
and technical terms. On the one hand, a group of industry experts should assess the
validity of the results based on their accumulated experience. If they defy them, we
should re-execute the analysis after changing the input dataset. For communicating
the results of our approach to the business experts, we translate each found segment
of visits to a shopping intention that motivated the segment’s visits. More specifically,
we characterize each group of shopping visits/ trips by examining the prevailing
product categories the customers purchased during the shopping visits of each
segment. For example, if a cluster includes baskets that mainly include categories such
as milk, cereals, coffee, sugar etc., we call this segment of visits as “breakfast”,

declaring that customers have visited the store to buy goods for their breakfast.

If we need to make changes to the original input data based on the experts’ comments,
we usually delete, merge, or split some of the customized product categories.
Empirically we identified that merging or splitting contiguous product categories is a
practice for increasing the internal consistency of clusters. Thus, after a first trial, it is
more effective to reconsider custom categories level. For example, in some cases,
merging two or more product categories has resulted in a generic category. On the
contrary, disjoining results is the split of a custom category in its children categories/
nodes. From a data mining perspective, this decision decreases a sample’s variability
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and consequently yields better performance results. Thus, the business evaluation
constitutes a dialectic process between the experts and the data mining techniques.
The researcher should calibrate the cluster model, to satisfy important data mining
metrics and, at the same time, deliver a readable abstraction of the cluster to the

experts.

On the other hand, in terms of technical evaluation, we need to test the model’s
validity. Since clustering is based on the similarity of the contained objects, metrics
such as a cluster’s compactness (e.g. how closely related the objects within the same
cluster are) and separation (e.g. how separated the clusters are) could be calculated for

the internal validation of the clusters (Liu et al., 2013).

4.3. Results interpretation layer — Visit segments and shopping

mission identification

Then, for communicating the results to the business people, we interpret and translate
each found segment of visits to a shopping mission and intention that motivated these
visits. This interpretation is are a result of the product taxonomy adjustment. As the
shopping mission naming is based on the parent nodes/categories that participate in
each cluster. To extract wisdom from the data, we need experts’ opinion. Experts will
not only examine the tangible/quantitative features e.g. basket volume, value, but also
intangible elements such as their domain knowledge and accumulate experience. This
step is critical as business people should understand the results to support decision
making. Here, the clustering results are extracted, and the final visit segments are
shaped with the objective to give retailers new knowledge for decision support
purposes. We suggest calculating some extra descriptive statistics/Key Performance

Indicators (KPIs) per cluster, proposed by the experts, e.g. the basket variety and
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volume (i.e. the number of product categories and the average number of items it
contains, respectively) and the revenues per cluster etc. (Figure 4-6). Such measures
can support the characterization of the final visit segments.

Clusters Customer Visit Segments—>
Shopping Purpose/Mission

N KPI
. S per
Meal preparation Customtfr Visit
Segment
Market
Basket Data — Breakfast - Basket Volume
> - Basket Variety
Busi A . - Revenue
usiness Analyl —— Snacks and beverages - Peak Days and Hours
Approach
I @ cCustom Product Category ‘ . . )

Figure 4-6. Conceptualization of visit segmentation and characterization

A drill-down analysis can further be applied to clusters that contain more abstract
visits, namely to perform clustering within a single cluster. Then, an abstract cluster
may contain more than one sub-cluster. For example, if we apply drill-down to a
cluster with many products and product categories, such as wine, beverages, beers,
chips, nuts, chocolates, ice, biscuits, orange juice etc., then the original cluster may
split into two sub-clusters. Figure 4-7 shows two new clusters, one with “beverages”
and one with “snack” products. In other words, drilling-down can highlight hidden
shopping purposes. However, the resulting sub-clusters are often the same with the
original ones. An alternative option is executing a similarity function (e.g. Jaccard
similarity) between the well-defined and formed clusters with those that are more
abstract. In the same spirit, apart from drilling-down, it is also possible to roll-up and

merge some of the resulting clusters. The involvement of the decision maker and the
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opinion of the experts will help researchers choose between roll-up and drill-down

operations.

wine

colas

chips chips

beers
nuts chocolates

wine

beer ice chocolates

orange juice ice biscuits

biscuits

colas

orange juice nuts

Cluster 1: beverages Cluster containing abstract Cluster 2: snacks
shopping visits

Figure 4-7. Drill-Down analysis in a cluster containing abstract shopping visit
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5. APPLICATION OF THE PROPOSED APPROACH IN
THREE HETEROGENOUS RETAIL CASES

Here, we put our proposed business analytics approach in practice demonstrating how
it achieves the original goal, i.e. to segment the customers’ visits. We applied and
validated our approach through three heterogeneous retail cases in terms of both
factors and retail context to demonstrate its generalizability. The first case concerns
sales data from different channels and stores of a major European fast-moving
consumer goods (FMCG) retailer. Respectively, in the second case, we produced the
visit segments for the physical stores of a Fortune 500 specialty retailer of home
improvement and construction products — also known as do-it-yourself (DIY) retailer.
The third case concerns data from a physical and the web store of a major European

fashion retailer.
5.1. Case A: Application of visit segmentation in FMCG retailing

Here, we present our proposed business analytics approach in practice demonstrating
how it achieves the original goal, i.e. to segment the customers’ visits. We utilized
original sales data from one European FMCG retailer with more than 300 stores, one

of the major retailers in the national market.

5.1.1. Business and data understanding

In this case we have high visit variety. Yearly number of visits seems to be indifferent
to the results, as here we examine separately each single store visit. Also, this case
concerns different channels and store types. In more detail, regarding data volume and

variety, the FMCG retailer has provided one-year point-of-sale (POS) data (see
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Appendix A: Indicative structure of the analyzed retail datasets and for an indicative
grocery payment receipt) from two representative physical mini-hyper markets, two
supermarkets, two convenience stores and the web store. We analyzed 25.887.925
records that correspond to 1.835.174 baskets or store visits. Apart from the POS data,
we also received data regarding the product taxonomy and loyalty cards data. In more
detail, we received loyalty cards data only from the web store, and we had information
regarding the declared card holder’s age, gender, and household size. Loyalty cards
usage in the web store is increased, as the retailer has set a beneficial points system.
Table 5-1 shows more details about the given dataset. After integrating and cleansing
the dataset, we kept 97% of the initial data, as the given data was already cleaned by
retailer’s team. We only had to eliminate product returns, seasonal items and services

provided by the retailer, e.g. product transfers to a shopper’s home.

Mini-hyper Supermarket | Convenience | Web store
Unique SKUs-Barcodes 180.620 126.402 15.917 21.240
Dataset Volume (in
records) 11.645.232 7.075.445 4.678.820 2.488.428
No of Baskets/Visits 862.241 476.729 339.832 156.372
Basket Volume 15,3 13,3 9,6 42
Basket Variety (in SKU
level) 9,4 7 6 15
Average Basket Value (in
€) 38,4 32,6 23 72
Average no of visits (per
cardholder) N/A N/A N/A 53
No of cardholders N/A N/A N/A 28.943
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Loyalty card usage N/A N/A N/A 96,5%

Table 5-1. FMCG dataset identity

5.1.2. Modeling

We studied each store separately, as practitioners and business experts suggested so.
We utilized cluster sampling with equal sampling weights to eliminate outliers, namely
very concrete (low limit) or very abstract (upper limit) shopping visits. Regarding the
web store, the retailer has already set the lower limit, as the value of each order should
be more than 50€. After cluster sampling (using k-means), we calculated the actual
number of baskets and the corresponding revenues per cluster to help us with the
outliers’ extraction Table 5-2 summarizes the final dataset analyzed, according to
cluster sampling results. The second column represents the range (from, to) of the
basket size per store type and the last two columns include the percentage of baskets
and their corresponding revenues that we have finally utilized to mine the customer

segments (see Appendix C: Cluster sampling results — FMCG case for more details).

Additionally, we performed product taxonomy adjustment beginning with rough
balancing of the product tree on quantitative criteria. We balanced the product
category tree by examining the participation of each tree node in the total purchases.
Thus, we generated a first set of 110 customized product categories (see Appendix B:
Product taxonomies structure per case study for more details). Then, we consulted
experts of the domain for the final fine-tuning of the product categories. Ultimately, in
order to create a more balance product taxonomy, we created 90 new-customized
categories by merging some product categories-node. For example, the quantitative
criteria highlighted that “lager” beers should be examined separately due to their high

participation to the total beer purchases in all stores. Hence, we concluded that the
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other types of beer (such as stout, bock, ale etc.) should be grouped in one product
category named “other beers”. However, the experts prescribed to us that we should
handle both “lager beers” and “other beers” as one product category named “beers”,
because the results should also correspond to how the retailers and suppliers handle

and understand such products in reality.

Basket Size Range | Percentage of the Percentage of

Store Type Sample total baskets used revenue used
Convenience 2-24 78,6% 86,0%
Supermarket 3-40 75,4% 83,4%
Mini-hyper 3-51 79,7% 94,5%
Web store 4-35 83,2% 85,7%

Table 5-2. Summarized results of cluster sampling

We executed the k-means clustering method resulting in seven models. We analyzed
each store separately because identical visit segments will not necessary result from
the same store type. For this reason, we developed Java code to create seven fact tables,

one per store.

5.1.3. Evaluation

One common method of choosing the appropriate cluster solution is to compare the
sum of squared error (SSE) for various numbers of clusters (i.e. different numbers of
K). SSE is defined as the sum of the squared distance between each object of a cluster
and its cluster centroid. Hence, SSE is a global measure of error. It is common that the
more the clusters are the smaller the SSE is. Thus, a plot of the SSE against several
values of k can provide a useful graphical way to choose an appropriate number of
clusters. A suitable “K” value could be defined as the one at which the reduction in SSE

slows dramatically. This produces an “elbow” in the SSE plot against cluster solutions
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(Ketchen & Shook, 1996; Likas, Vlassis, & Verbeek, 2003). Figure 5-1 depicts the Elbow
Method for the fact table (i.e. the table will be used at the input in our data mining
model) of a supermarket of our dataset. In our case, this plot doesn’t show a very
strong elbow. We do not have a substantial impact on the total SSE for “K” values
between 6 and 10. Thus, we performed clustering several times experimenting with
different “K” values ranging from 6 to 10. Again, we consulted domain experts to
evaluate the results and depict the optimal number of clusters “K” from a business

perspective.

Assessing the first clustering results, the industry people noticed an important product
category absence. None of the clusters, in all the different trials, included product
categories related to “meat”. For that reason, we stepped back at the product taxonomy
adjustment phase and we modified the feature space via merging meat-related
categories, such as pork, beef, lamb etc., into one, to deliver a readable abstraction of
the cluster to the experts. Finally, we ended up with 90 out of the initial 110 product
categories. After re-executing clustering for different “K” values, the experts indicated
to produce 10 clusters (K=10) for the supermarket of Figure 5-1. Alike, we found

suitable K values for the rest of the stores.
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Figure 5-1. Elbow Method to determine the number of clusters for a

supermarket
Closing, we performed clustering using SQL Server data tools of Visual studio and we
utilized R programming language® to compute the SSE and determine the optimal

number of clusters to split the dataset.

5.1.4. Visit segmentation

Figure 5-2 shows the final cluster diagram for a supermarket. The more densely
populated clusters have darker color. The intensity of the line’s shading that connects

one cluster to another represents the strength of the similarity of the clusters.

t https://www.r-project.org/
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Cluster 10

Cluster 6

Cluster 2

Cluster 3

Cluster 1

Figure 5-2. Cluster diagram for a supermarket

We have calculated the following descriptive statistics per visit segment and visit for
translating the findings in a business meaningful way: (a) percentage of baskets (visits)
per cluster (visit segment size), (b) average basket size in terms of items (visit volume),
(c) average number of distinct product categories per basket (visit variety); and (d)
average value in Euros per basket (visit value). For instance, Table 5-3 shows that
cluster 2 includes shopper visits with 7,88 products (visit volume) that belong to 4,6
product categories (visit variety); and cost 14,67€ on average (visit value). Moreover,
this cluster contains 12,04% (visit segment size) of the total shopping visits in this
supermarket in a year and a half. Also, Table 5-3 depicts the percentage of visits that
took place during each part of the day (morning, afternoon, evening) per each visit
segment. For instance, 43,12% of the shopping visits, where customers entered the
store to buy breakfast, took place in the morning. The darker the “part of day” column
is, the highest percentage of baskets/visits it contains in contrast to the other
segments. Similarly, Table 5-4 is a heatmap depicting the percentage of shopping visits
per weekday, per each visit segment. For example, 23,47% of the shopping visits with

the intention to buy snacks and beverages happens during Friday. At this point, we
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would like to mention that the percentage of baskets regarding Sunday is low, since
stores are usually closed this day apart from some exceptions e.g. before public

holidays.
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o o o o P fD
Cluster/ Visit Visit Visit Visit Visit art of Day
S Segment Segment Vol Vari Val . .
egment Name Size olume ariety alue Morning Afternoon Evening
Food and
1 drink on- 21,66% 6,3 3,3 13,66 € 27,75% 32,10%
the-go
2 pregiiion 12,04% 7,88 4,66 14,67 € 23,090%
3 Breakfast 11,06% 7,63 4,42 14,61 € 23,01% 33,86%
Snacks and
4 beverages 9,10% 9,47 5,31 17,59 € 26,43%
o a?litiryggiﬁffe 9,60% 10,03 5,77 20,59 € 29,22% 31,12%
Sandwich
6 with packed 7,76% 11,97 7,3 24,53 € 28,52%
products
7 Light meal 7,58% 11,36 6,51 19,37 € 28,82%
Sandwich
8 with fresh- 8,50% 12,53 7,93 25,71 € 28,02%
cut products
Extended
9 vis(iit? . 6,60% 19,66 11,54 36,43 € 29,62% 32,11%
around foo
Extended
visits o o o
10 around nomn- 6,02% 26,01 15,06 49,66 € 32,10% 29,76%
food

Table 5-3 Clustering descriptive statistics of a supermarket
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Cluster 2 mainly contains product categories related to fresh vegetables, red meat,
chicken, white cheese, pasta, eggs, bread, oil, vinegar etc. According to the
contribution of these categories (i.e. frequency of appearance in the baskets), we infer
that this cluster represents visits where the shopper’s mission is “meal preparation”.
According to Table 5-3 shoppers enter the store to purchase products for meal
preparation mainly during afternoon and evening. In addition, this visit segment (as
shown Table 5-4) is purchased almost equally each weekday. Alike, cluster 3 contains
dominant categories, such as milk, baked goods, juice, coffee, tea, cereals, and oral
care products. Thus, we can attribute these store visits to shoppers wishing to purchase
for “breakfast”. We see that according to the baskets in this cluster, shoppers purchase
together the products to make their breakfast (e.g. coffee, cereals etc.) and the ones to
wash their teeth (oral care category as a daily morning habit) in the same shopping
trip. Such outcomes reveal hidden shopper behavior insights that can be useful for
marketing purposes. In addition, according to Table 5-3 shoppers enter the store to
buy breakfast mainly during morning. Also, based on Table 5-4 Monday is the weekday
that this visit segment scores the highest percentage. This is an interesting outcome as
the marketing team of the collaborative retail chain informed as that each Monday
they make discounts on milk, and thus, we realize that the discount on this category

increased the rest visit segment.

Similarly, biscuits, chocolates, beverages, ice creams, beers, soft drinks, chips, nuts are
the prominent categories in cluster 4. These shoppers visit the store to buy their
“snacks and beverages”. Moreover, by examining the days that shoppers visit the store
for “snacks and beverages”, we found that Friday and Saturday evening are the

prevailing days. Also, this visit segment scores high at Sundays, as the stores are
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usually open during these days before public holidays (e.g. Christmas, Easter,
Carnival). Cluster 1 also contains biscuits, chocolates, chips, coffee, soft drinks and
water. The first impression is that it resembles a lot with the “breakfast” and the
“snacks and beverages” visit segments, but a more thorough examination showed that
it contains products only from 3,3 product categories on average. The domain experts
came again in our assistance and we, finally, recognized in this segment shoppers that
pass by and pick up some food products for immediate consumption. The descriptive
statistics in Table 5-3 shows that this cluster has the biggest size. We can attribute this
fact to the position of this supermarket; it is nearby many companies and, perhaps,
many employees buy products that can eat and drink quickly during breaks. In
addition, according to Table 5-3 and Table 5-4 the most visits regarding food and drink
on-the-go segment, take place during working days and mostly during noon probably

at employee's lunch break.

Cluster 5 represents store visits with non-food products, mostly “detergents and
hygiene”. More specifically, the dominant categories are powders, dish washing,
bathroom cleaners, paper rolls, shampoos, body creams, oral care etc., and these visits
happens mostly during afternoon. Cluster 6 appears to involve visits where shoppers
look for products to prepare a sandwich with “packed products”, as the dominant
categories are packed cheese, packed cold cuts and packed bakery products. These
visits take place mainly during evening and with a more thorough examination we
found out that there is a peak the hour before the stores close. Cluster 8 contains
almost the same categories with cluster 6, but this time the products are fresh-cut
instead of packed. Thus, we refer to this cluster as “sandwich with fresh-cut products”.
These two segments look a lot alike, but their shoppers have distinct shopping

behaviors. In the first one, we may assume that shoppers have time restrictions and
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they choose not to spend time at the deli counter. On the contrary, the second segment
concerns shoppers who value freshness more and are willing to wait at the queues.
Also, these visits happen mostly during the morning, thus, probably here WE have
shoppers that have more time e.g. more elder housewives. Cluster 7 represents
shoppers who visit the store with the intention to buy products for a “light meal”. More
precisely, they pick pasta, rice, pulses, vegetables, white cheese and canned food, but
not meat. These visits take place mainly during working days and mostly during
afternoon. Finally, clusters 9 and 10 indicate more abstract shopper visits. The first
one concerns visits for food products, meaning that they visit the store to purchase and
store food in general, and the second one visits containing many non-food products.
So, both segments refer to more abstract shopping missions/purposes of visits that
take place mainly during Saturday afternoon. We performed drill-down in both
clusters, but the results did not reveal any further hidden visit segments. In more
detail, the occurring sub-clusters either contained the same segments as those that

were mentioned before, or they didn't indicate a certain shopping purpose.

Overall, the visit segments per store type shared similarities. We observed that the visit
segments —and, thus, the customer shopping missions- are becoming more abstract,
as the size of the store grows. This way we confirmed shoppers’ statement during the
explanatory focus groups research. Hence, the segments of the mini hyper-store type
were more abstract than those of the other two store types. In the mini-hyper stores,
we mined many shopping visits related to food-oriented missions, such as “meal
preparation”, “breakfast”, “snack” etc. Still, we identified some segments with different
shopping purpose, such as “biological products”, “sweet preparation”, “snacks and

animal feed” and “semi-prepared food”. In turn, the convenience store gave us smaller

visit segments in terms of items and revenues, and the visits were more targeted,
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mainly around food, and there was a lack of extended visits. Some of the identified
segments were snacks, soft drinks and alcohols, snacks and beverages, sandwich with
packed products, light meal, breakfast, food-to-go, house cleansing and personal

hygiene etc.
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Visit Segment Name | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday | Sunday
Food and dglgnk on-the- 16,50% 18,906% 12,37%
Meal 16,37% 16,28%
preparation
Breakfast 16,21% 16,28% 0,20%
Snacks and beverages 15,03% 13,93% 14,24% 17,42%
Detergents and hygiene 15,92% 17,86% 0,30%
Sandwich with packed 16,70%
products
Light meal 16,21% 15,26%
Sandwich with fresh-cut 14,86% 16,32%
products
EXtendedefétS around 14,63% 13,85% 13,97% | 17,37% 0,35%
Extended visits around o o o o o
non-food 15,94% | 13,65% 12,94% 13,38% | 17,87%

Table 5-4. Percentage of visits that take place per visit segment per weekday
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Similarly, the visit segments per channel shared similarities. However, in the web store
we didn’t identified patterns in the days related to each segment, whereas we detected
such patterns in the physical stores. Table 5-5 shows the resulting segments and
descriptive statistics/KPIs regarding the web store. In more detail, cluster 1 mainly
contains product categories related to baby foods, kids’ food, diapers, fresh fruits, fresh
vegetables, fresh milk, yogurt, cheese, eggs, fresh fish, fresh meat etc. According to the
contribution of these categories (i.e. frequency of appearance in the baskets), we infer
that this cluster represents visits where shoppers visit the web store to buy “kids and
babies’ products and fresh food”. Alike, cluster 2 contains dominant categories, such
as prepared meals, canned vegetables, nuts, canned fish, eggs, frozen sea food, cold
cuts, semi-prepared meals. Thus, we can attribute these store visits to shoppers
wishing to purchase “semi-prepared meal”. Cluster 3 appears to involve visits where
shoppers look for products to prepare their meal, as it contains product categories
related to fresh vegetables, cheese, fruits, eggs, fresh meat, chicken, yogurt etc. Cluster
6 also contains mostly “light meal”, including products such as pasta, tomato products,
rice, cheese, hot beverages, but not meat as the previous one. Similarly, fresh milk,
muesli cereals, cold cuts, toast bread, yogurt, pastry, juices, salty snack, sugar
confectionery are the prominent categories in cluster 4. These shoppers visit the store
to buy their “breakfast and snacks”. Cluster 5 represents store visits with non-food
products, mostly “detergents and hygiene” e.g. paper, surface cleaners, body care, dish
washing, bathroom cleaners, paper rolls, fabric cleaners, oral care etc. Similarly,
cluster 7 contains water bottles, spirits, wine, refreshments, traditional desserts, party
equipment etc. According to the contribution of these categories these shoppers enter

the web store to purchase “spirits and beverages”.
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Cluster Name Size Volume | Variety | Value
Kids and babies’ products and

1 fresh food P 15,56% 32,43 9,53 60,91€
2 Ready/semi-prepared meal 13,66% 38,81 11,34 70,32€
3 Main course 17,37% 51,97 22,18 90,85€
4 Breakfast and snacks 12,07% 37,90 16,45 66,02€
5 Detergents and hygiene 19,92% | 44,62 17,95 74,49€
6 Light meal 9,01% 69,84 18,56 119,14€
7 Spirits and beverages 12,41% 31,43 5,00 50,53€

Table 5-5. Clustering descriptive statistics — Web grocery store

5.2. Case B: A Fortune 500 specialty retailer - DIY retailing

Here, we have a low value in visit variety combined with a high value at the yearly
visits. These two factors lead us to form an intermate unit of analysis as described
below in detail. As well, visit factors i.e. number of visits, and time between visits
affected our analysis. Also, in this case we only have data from physical stores, and we
examine all stores together, as a limitation was that we didn’t receive a unique store
identifier. In more detail, regarding dataset volume and variety, we received two-year
POS data, of various stores of a Fortune 500 specialty retailer of home improvement,
and construction products — also known as do-it-yourself (DIY). We analyzed
1.590.649 records. Each visit was associated with a cardholder; hence, we could
identify all the baskets a shopper had purchased through his history. Table 5-6 shows

details of the available dataset.

Data veracity didn’t affect us neither in this case, as company’s experts had already
cleaned the dataset; thus, we only cleaned the 2% of the initial dataset. As we can

observe at Table 5-6, shoppers purchase on average, 3,16 unique stock keeping units
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(SKUs) in a single store visit. Thus, the unit of analysis could not be shoppers’ single
visit, as a visit involves a narrow variety of products, and consequently we will not
recognize sufficient product affinities, to identify the shoppers’ goals. Thus, we also
checked out as unit of analysis all shopper’s visits through their purchase history, to
examine whether we should apply a traditional shopper segmentation approach.
However, a shopper performs on average 12,59 store visits within a year. This means
that on average a shopper has purchased at about 39,78 SKUs during his yearly
history. The wide variety of products combined with the particularity of the domain;
that implies that shoppers need to perform multiple visits to both procure materials
and obtain ideas for what materials are available and how they could use them to a
project/mission (e.g. to paint their house) (Wolf and McQuitty, 2011), lead us to
identify that we cannot consider all shopper’s visit as the unit of analysis; but, it needs

an intermediate one, which contains shoppers’ “x” sequential in time visits. This unit

simulates the project(s)/mission(s) shoppers seek to accomplish.

Unique SKUs-barcodes 111.916
No. of records 1.590.649
No. of baskets/visits 503.857
Average basket volume 6,76
Average basket variety (in SKU) 3,16
Average no. of yearly visits 12,59
Average basket value (in $) 87,87

No. of cardholders 20.000
Loyalty card usage 100%

Table 5-6. DIY dataset identity

The logic behind the identification of the intermediate unit of analysis is the following.
Each shopper visits the store with his own visiting rate to accomplish a project/mission

(e.g. to decorate his garden). If we could calculate shopper’s visiting rate and find out
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the cases this visiting rate diverges from the average shopper’s rate, then we could
identify bundles of customer’s “x” sequential visits, named in our case as super-visits.
Let’s assume that a shopper visits the store every ten days, then he interrupts his visits;
and he starts going to the store again after one month. This means that before the
pause event he had in mind a specific project to accomplish and then another

project/mission, so he made two super-visits. The graphical representation of the

above logic is shown in Figure 5-3.

At
Vl/A\ti v,
000000 -006—0—
) )t
t, super-visit 1 super-visit 2 super-visit i-1 Suber”
visit 1

Figure 5-3. Super-visits creation

More specifically, in this figure we can notice all the visits of a shopper makes during
the available time span. This shopper (S1) has bought from the store for the first time
at date to, and for the last time at date tn. Each dot in the time axis represents a visit;
thus, S1 has made n visits. For each shopper’s visit we calculate the time difference
(At) from his prior visit, so n-1 Ats will occur. Then, by eliminating At outliers (ATmin,
ATmax), we calculate the average visiting rate for each shopper (AvgRateS1). The
super-visits are created as follows: for each shopper we incur all his visits, if the At of
the current visit is less or equal to AvgRateS1, then this visit could be viewed as a
bundle with the previous one, and with the x precedent visits that satisfy this
restriction. Else, we create a new super-visit. Furthermore, there are some exceptions
derived from the above logic. These are customers that are not a lot of time active; for

example, they visited only 4 times the store in one month (Aty-to=30), for a specific
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reason, and then they didn’t visit the store again. We identified these outliers and

merge all visits per shopper which falls in this case into one super-visit.

Following the above logic, 141.154 super-visits had been formed from the 503.857
actual visits. Thus, for each customer, all his visits have been grouped in 7,1 super-
visits on average. Moreover, for each shopper, we calculate his active time span (Atn-
to) and then we eliminated the outliers and create one super-visit for each customer
that his Atn-to less than 104 days. Also, we formed an initial set of 94 new-customized
categories product categories and afterwards we increased these categories to 117.
According to the cluster sampling, we kept the units of analysis (super-visits) with 2 to
50 custom categories. This means that 79,5% of the created super-visits were kept, that
correspond to 91,01% of the total revenues. Here we should mention that in this case
we didn’t had a unique identification of each store; thus, we analyzed all stores
together. According to the first clustering results, and we reconsidered the 94 custom
categories and we created 117 custom categories (see Appendix B: Product taxonomies
structure per case studyfor more details). K-means algorithm has been executed and

we split the dataset into 5 clusters. Figure 5-4 depicts the cluster diagram.

In this case we have 5 generic visit segments (Table 5-7). This means that in the DIY
stores, shoppers make more targeted visits and have more core projects/missions to
accomplish. According to the clustering results, cluster 1 contains the 16,04% of the
total units of analysis. It contains in high percentages, product categories related to
flowers, soils and mulch, garden chemicals, fertilizers, planters, seeds, watering and
lawn accessories. So, according to the contribution of the percentages that these
categories have, this cluster refers to visits that shoppers want to do their “Gardening”.

Moreover, by exploring the other categories that are contained in this cluster we could

95



Chapter 5: Application of the proposed approach in 3 heterogenous retail cases

notice that with the gardening products there are also other categories, such as BBQ
grills, garden hard shapes, products for exterior decoration, outdoor furniture, and
fencing, that supplements the “Gardening” project; thus, we can say that shoppers
make 11,5 continuous store visits to do the “Gardening and Exterior Decoration”

project and these visits happens between 19,33 days.

% of units of analysis: 43,04%
Volume: 11,20

Variety (SKU): 5,61

(GUTEW I Variety (Custom Category): 3,59
Visits/ Baskets: 5,82

Duration: 8,96

% of units of analysis: 14,94%
Volume: 24,88
Variety (SKU): 9,60
Variety (Custom Category): 5,49
Visits/ Baskets: 10,04
Duration: 14,80

% of units of analysis: 16,04%
Volume: 25,50
Variety (SKU): 10,79

% of units of analysis: 9,25% Cluster 3 Variety (Custom Category): 5,90
Volume: 71 % of units of analysis: 16,73% Visits/ Baskets: 11,50

Variety (SKU): 32,30 Volume: 18,03 Duration: 19,33

Variety (Custom Category): 15,02 Variety (SKU): 9,36

Visits/ Baskets: 34,53 Variety (Custom Category): 5,42

Duration: 38,36 Visits/ Baskets: 59,71

Duration: 15,94

Figure 5-4. Cluster diagram - DIY

Cluster 2 contains visits whose target is to accomplish a “paint” project. In this cluster
there are collected in high participation percentages products categories such as paint
applicators, interior paints, paint tapes, pain buckets and tarps, caulks, concrete and
gypsum, paint adhesives, wall abrasives, paint spray, paint safety and paint tools.
Shoppers visit the store on average 32,53 times to accomplish this painting project.
Examining the descriptive statistics, we can say that this is an intensive project that
demands lots of voluminous store visits. Additionally, in this cluster the snack and
beauty products hit their highest participation percentage. In the same context, cluster
3 contains all the tool equipment for special house works. The dominant categories are
hand and electrical tools, security electrical devices, fasteners, power tools, plumbing

pipes, plumbing and watering accessories, builder’s hardware, lightning, wiring, and
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conduit boxes. Thus, we can assume that the underlying project of shopper is “Tool
Equipment for Electrical and Plumbing Works”. Cluster 4 contains lots of categories
in low percentages (lightning, cleaning, chemicals, security equipment, plumbing
pipes and fitting, plumbing accessories, watering, builder’s hardware, wiring devices).
The above is explained from the fact that, super-visits that exist in this cluster contain
a narrow variety of product categories, only just 3,59, thus it is considered as a cluster
that represents targeted visits. Possible projects that this cluster implies are “lightning
and plumbing”. Finally, cluster 5 includes products related to electrical tools and
equipment for woodworking. More specifically, it contains in high percentages
categories such as fasteners, woodwork, wood boards in different sizes, sandpapers,

woodwork prime, woodwork tools and equipment and security equipment.

Variety .
. ] . Project
Cluster | Name Size Volume | Variety | (SKU Visits )
Duration
level)
Gardening
1 and exterior 16,04% | 25,50 5,90 10,79 11,50 13,33
decoration
2 Paint 9,25% 71, 00 15,02 32,30 34,53 38,36
Tool
equipment
3 . 16,73% | 18,03 5,42 9,36 59,71 15,94
(electrical and
plumbing)
Lightning and
4 ) 43,04% | 11,20 3,59 5,601 5,82 8,96
plumbing
5 Woodworking | 14,94% | 24,88 5,49 9,60 10,04 14,80

Table 5-7. Clustering descriptive statistics — DIY stores
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5.3. Case C: Fashion retailing

In contrast to the previous cases, here we have low basket variety and visit feature is
too low. Though, visit is critical, as it affects the unit of analysis i.e. all shopper’s visits.
Also, we can examine and compare cross-channel behaviors. Giving some more
details, regarding dataset volume we received one-year POS data (1.590.649 records),
from one physical store of a European fashion retailer and the transactions of his web
store. Concerning data variety, we received: POS data, data for the product taxonomy
tree, cardholders’ demographics e.g. gender and age, data regarding promotions e.g.
we could track whether each transaction was promo-driven, garments’ data e.g. color,
size. Data veracity didn’t affect our analysis as we only cleaned the 5% of the initial

records. Table 5-8 depicts some descriptive statistics to better understand the dataset.

Physical Store Web store
Unique SKUs-barcodes 240.075 239.734
Dataset Volume (in records) | 1.541.339 493.101
No. of Baskets/Visits 407.972 183.320
Basket Volume 3,04 4
Egisell(ft Variety (in SKU 2,10 1,9
No. of visits (per cardholder) | 4 3
No. of cardholders 10.000 52.736
Loyalty card usage 94% 60%

Table 5-8. Fashion retail dataset identity
As shown, shoppers buy on average 1,9 and 2,10 unique product categories per visit.
Hence, the unit of analysis could not be shoppers’ single visit, as a visit involves a
narrow variety of products, and thus we will not recognize sufficient product affinities,

to identify the visit segments. After rejecting the single visit as unit of analysis, 'we
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examined whether we will form an intermediate unit of analysis, as happened in the
previous case. However, the narrow variety of each store visit didn’t allow us to form
valid super-visits. In more detail, shoppers had purchase on average 8,20 product
categories throughout their purchase history in physical store (5,7 in web store). Thus,
in this case we present a limitation of the visit segmentation approach, were we should
move into traditional shopper segmentation, using all shoppers’ visits (or else
shopper) as unit of analysis. Still, even by proving that in this case we cannot talk about

visit segmentation; we follow the rest steps proposed in chapter 4.

Examining the given product taxonomy, we formed 120 new-customized categories.
According to the cluster sampling, we kept the units of analysis/shoppers that have
purchased more than 2 custom categories. This way we eliminated the 9% of the
records of the physical store (18% of the web store). Thus, the respective variety of
purchased products, was increased. Additionally, we eliminated those baskets that
were not associated with a cardholder id. Finally, after receiving the first clustering
results, due to the high level of abstraction chosen from the previous phases, and due
to the special factors of the domain, it was difficult to interpret them. Thus, based on
experts’ opinion, we decrease the level of abstraction and via disjoining some custom

categories we formed 160 new categories.

Concerning the physical store, the algorithm split the dataset in 77 clusters. Descriptive
statistics (Table 5-9) have been calculated to aid us with the characterization of
shoppers’ visits. Moreover, we calculated descriptive regarding the gender of the
cardholders, the colors of the garments, and the percentage of items that have been
purchased in each segment and was in promotion. The first shopper segment

corresponds to the 20,19% of the shoppers in the physical store. Examining the
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clothes, they purchase, it is a women prevailing segment. It contains women that buy
mainly casual clothing, and they complete the outfit with scarfs and different
accessories and they also prefer to purchase some products for their house. Also,
according to the distribution of the ages this is the “youngest” women segment and it
is the only women segment that have not bought throughout their purchase history
any men clothes. Furthermore, we can notice that the 27% of the purchased items is a
result of promotions. This percentage may seem high, but in contrast to the other
customer segments, this one is not so prone to marketing actions. Likewise, we
calculated that the 11,21% of the cardholders in this cluster are men, or probably

women using their husband’s or father’s loyalty card.

Cluster 5 contains a lot of garments in large sizes. Shoppers buy garments only for
themselves, and products for their house. Moreover, the only men clothing in they
purchase are socks. As well, in this cluster the percentage of cardholders that are men
is the lowest of all the other segments. Also, they are not so prone to promotions.
Cluster 3 is a men prevailing segment. Shoppers buy garments for their whole year
outfit. They visit the store at about twice a year, but they buy more products than the
other segments per visit. They are prone to promotions and they also buy some house
products, but not as much as the previous segments. When they buy women clothes,
it is mostly shirts, underwear and leather accessories. In cluster 2 we have another
young segment. The driver of their store visits seems to be children and baby clothing;
however, shoppers also buy underwear, nightwear and accessories. The rest identified
segments are shown at Table 5-9. Finally, regarding the colors of the garments per
customer segment, we observed that colors like denim, black, grey, blue etc. score high
in men prevailing segments. In contrast, colors like emerald, pink/lilac, silver score
high in women prevailing clusters. Likewise, large size women prefer extravagant
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colors like emerald, silver, multicolor purple, fashion colors, bright green, petrol, mint

etc. Also, they prefer black colored garments.

Men % of
Cluster | Name Size Volume | Variety | Visits Cardhol | promoti
der ons

Younger

1 woman 20,19% | 5,0 3,2 2,0 11,21% 27,3%
casual outfit
hil

2 Sloic}?il:; 17,40% | 5:5 3,1 1,9 10,15% | 28,4%
Men all year

3 clothing 17,69% | 8,0 3,5 2,1 40,38% | 51,8%
Married
woman

4 professional | 302% | 147 755 5,0 24,00% | 34,2%
outfit

> vairrizrsllze 12,70% | 20,5 9,5 7,0 7,39% | 27,8%
Couple's

6 drat 10,06% | 32,4 13,5 9,6 32,35% | 37,6%
clothing
Elder

7 woman 8,94% 49,5 18,9 14,0 14,24% | 28,0%
casual outfit

Table 5-9. Clustering descriptive statistics — Physical fashion store

Likewise, we formed the different shopper segments derived from the e-shop.
Regarding the identified segments, shoppers do not complete the outfit with
accessories, scarfs, belts, hats etc., as it happens in physical store, but it could be a
great potential for promotions and recommendations. Moreover, women and men do
not buy clothes for their partners. Further, we cannot identify couples’ segment,
neither woman that buy professional outfit, nor elder women outfit. Lastly, baby and
kids clothing have too low penetration. At this point we should mention that we can
detect that shoppers purchase more products per visit in web than in the physical

store. But, their basket variety is lower than the physical store, thus as is also implied
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by the segmentation results shoppers appear to make more targeted purchases in the

web channel.

102



Chapter 6: The impact of visit segmentation on shopper marketing

6. THE IMPACT OF VISIT SEGMENTATION ON

SHOPPER MARKETING

At the beginning of this chapter we evaluate the resulting visit segments and thus the
shopping missions. To evaluate the impact of the results of our approach we conducted
semi-structured focus groups to discuss with the actual store shoppers and ask for
their view on the resulting shopping missions. Also, we designed a field study in the
store to evaluate the resulting data-driven shopping missions and asses their validity.
For that reason, we utilized a mobile app and we distributed coupons. We demonstrate
that the shopping mission-related disseminated coupons achieve higher redemption

rate and are claimed by a shopper into less time than the non-related coupons.

The last step of a category management is CM tactics. CM tactics may include (Hiibner
and Kuhn, 2012) assortment planning, store layout planning, space allocation, pricing,
promotional activities and logistics planning (Lindblom and Olkkonen, 2008). All
these shopper marketing-related decisions can be revamped using the visit
segmentation results which indicate shoppers’ missions. Thus, after examining the
impact of the visit segments in the field study, we highlight the need to move from

traditional category management practices to shopping mission management.

Then, we present a series of data-driven innovations in shopper marketing the
resulting shopping missions could support. Closing, we present an alternative way
from shopper segmentation using the resulting visit segments. Thus, we illustrate how
these visit segments could be used as the cornerstone to perform shopper
segmentation for more effective shopper marketing. To achieve this, we utilize
customer loyalty data and we combine them with the resulting visit segments. This
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alternative way of segmentation could be exploited by the marketeers for more

targeted and innovative marketing actions.

6.1. Shopping missions’ evaluation via a field study

To evaluate the impact of the results of our approach we designed a field study for a
major grocery European retail chain. Firstly, we analyzed one-year transactional/POS
data from all the shopper of one grocery store to identify the shopping missions that
shoppers perform during visiting each store. Then we conducted semi-structures focus
groups to discuss with the actual store shoppers and ask for their view on our resulting
shopping missions. Then, we designed a field study in the store to evaluate the
resulting data-driven shopping missions and asses their validity. To achieve this, we
exploited two different means i.e. a mobile app and a survey using hardcopy
questionnaires. In more detail, we conducted a pilot study and we approached store
shoppers to participate in it. While users shopped and navigated in this store, they
used a custom mobile application which disseminated various coupons. Then, at the
store exit they filled a short questionnaire. Via this field study we prove that shoppers
confirm the identified data-driven shopping missions. Also, to enhance shopping
mission’s validity we demonstrate that the shopping mission-related disseminated

coupons achieve higher redemption rate.

POS data analysis—> Focus group Field Ztudbé[/ Pilot
Shopping missions discussions pp &
Questionnaires

Figure 6-1. Shopping mission evaluation phases

The pilot run for one month, 87 shoppers participated, the 45% of them were men and

the rest (55%) were women. Only the 21% lived alone and the 68% were married. The
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age distribution is shown in Table 6-1. Here we should admit that since a smart phone
was a prerequisite for the pilot we weren’t able to gather more shoppers that were more
than 56 years old. However, the distribution of the rest pilot shopper ages follows the

actual distribution of the typical store shoppers.

Age range Percentage of shoppers
18-24 15,38%

25-35 42,31%

36-44 29,49%

45-55 11,54%

56+ 1,28%

Table 6-1. Pilot shoppers - age distribution
6.1.1. Resulting shopping missions

The categories that discriminate (i.e. are statistically significant) the first cluster are
fresh vegetables, red meat, poultry and fish from the counter, bread slices, pasta,
packed salad, bread, cheese, deli etc. (Table 6-2). By examining these product
categories, we can assume that these shopping visits happened for the mission “main
course”. Also, we can extract some descriptive statistics for this mission (see Table
6-3).; for instance, the 15,4% of the total store baskets happens to satisfy this need,
these baskets contain on average 15,8 products (basket volume), from 7,4 product
categories (basket variety) and cost 30 euros (basket value). Also, by delving deeper
into the prevailing days and hours, we can observe that these visits are stronger on
business days especially during Tuesday and Thursday during the afternoon (5PM —
9PM). By combining loyalty cards data, we can identify that most of the shoppers
(82%) purchasing this mission are married women more than 45 years old. Here, we
must admit that each resulting mission contains more products than those we denote
in Table 6-2; however, in this table we only present those product categories that are

statistically significant and discriminate each cluster.
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The second cluster contains categories such as beverages, salty snack, chips, beers,
biscuits etc. Thus, we assume that these shopping visits happened for the mission
“snacks and beverages”. The 11% of the total store baskets happens to satisfy this need,
these baskets contain on average 7,9 products and cost 18,4 euros. Also, by delving
deeper into the prevailing days and hours, we can observe that these visits mostly take
place during Friday at seven to nine during the afternoon. Another important finding
is that this shopping mission has a peak during winter months and more specifically
there is an extremely high peak during Valentine’s day. The most the shoppers (60%)
purchasing this mission are men. This percentage is high as on average the 70% of the
shoppers in this store were women and the rest were men. Furthermore, the most
shoppers of the “snacks and beverages” mission (85%) are not married as they have

declared in their loyalty card and their age ranges from 18 to 33 years old.

“Pastry making” is the third mission we identified. It includes products such as kit
desserts, sugar, fresh milk, flour, confectionary, cocoa, coffee, culinary aids etc. The
baskets that constitute this mission cost on average 22 euros and contain 10,4
products. The prevailing visit slot is 9 to 12 and there is a peak before celebration days.
Regarding shoppers, they are mainly married women, more than 55 years old.
“Personal care and hygiene”, as well as “house cleaning and maintenance” shopping
missions, are purchased by both man and women, and there exists a peak during
summer months. Their difference is that the first one is purchased mostly by younger

and mostly unmarried shoppers (18-33) and the latter by older and married shoppers

(45-64).

The “breakfast” shopping mission is mostly purchased during Friday at 6PM-9PM and

during Saturday. It appears to drop during holidays and the age group ranges from 25
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to 34 years old. “Sandwich” mission is mostly purchased by married men from 33 to
54 years old, at “12PM-2PM” and 6PM-9PM during business days. Lastly, we identified
two other more abstract shopping missions containing more than 24 products (see
Table 6-3). The first one contained mostly detergents, tissues, rolls, beauty products
and some canned food, and the second contained products around food and in low
percentages detergents and hygiene products. These missions appear to be purchased

by married shoppers mostly during Saturday.
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House cleaning and

Main course Snacks and beverages Pastry making Health and beauty Breakfast . Sandwich

maintenance
fresh vegetables I2 % |beverages |:b5 % |kit desserts ||Z7 % [shower gel I3 % |coffee IO % |house cleaning 5 % |counter cheese I3 %
counter red meat |4 % |salty snacks b4 % |sugar ||25 % [shampoo '0 % |cereals hl % |paper tissue and roll I1 % |deli counter Il %
counter poultry '0 % |chips 22 % |fresh milk ||25 % |oral care l5 % |marmalade k7 % [laundry I9 % |bread slices I7 %
counter- fishmonger |47 % |beers 21 % |flour IZ4 % [women haircare 1% |toast bread 23 % |dishwashers 6 % |pies 9 %
bread slices I4 % |biscuits 20 % [confectionary 4% |facecare l29 % |packed sliced cheese |22 % |food storage '5 % |packed sliced cheese [16 %
pasta 27 % |spirits 20 % |cocoa 23 % |deodorants 5% |yogurt - desserts 20% [house and garden 14 % [packed ham slices 15 %
packed salad 26 % [sweets 19 % |coffee 23 % |sanitary protection |13 % [cookies 19 % |linen 13 % |bread 10 %
bread 20 % [deserts 18 % |culinary aids 21 % |bodycare 13 % |fresh milk 17 % |paper- schools 13 % |[packed salads 5 %
counter cheese 18 % |watter 17 % |margarine 20 % |baby care 12 % [long-life milk 16 % |[DIY and car 12 %
fresh fruits 18 % |[juices & smoothies |16 % |eggs 20 % |[conditioner 9% |bakery sweets 15 % |insecticides 11 %
deli counter 15 % |wines 16 % [butter 0% [clothing 8% |juices & smoothies [[14 %
tinned tomatoes 14 % |fresh milk 15 % |spices and herbs 17 % |make up 7% |honey 14 %
biological vegetables [12 % [fresh vegetables 13 % |milk cream -sandy [17 % [men haircare 7 %
table sauces 10 % |beverages 11 % [sweeteners 16 % |perfumes 5%
frozen vegetables 10 % |processed fruits 8 % |chocolates 16 % |accessories 4 %
butter 9% |empty cans 6% |powder milk 7% |vitamins 3%
oils and fats 9% |party equipment 5%
dressing 9 %
rice 8 %
seafood 7 %
ethnic food 5 %
white cheese 4 %
flour 3%

Table 6-2. Resulting shopping missions
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6.1.2. Focus groups with pilot store shoppers

A series of four focus group discussions with 32 store shoppers was conducted. The
structure of the focus groups was the same as described in section 2.2.1. The discussion
over shopper profile and the usage of product list during a store visit extracted almost
the same insights as those described in section 2.2.1. Regarding the shopping missions
that shoppers execute in the store, shoppers confirmed all the shopping missions we
identified analyzing the POS data. It is remarkable that even we didn’t share any
insights with them they named almost all these mission in the same way as we did. We
solely asked them to recall the last time they visited a grocery store and indicate the
purchased products. For instance, a 30-years-old man said: “I visit the store for salty
snacks and beverages ... spirits, chips, beers, cola and nuts ... almost every two
Saturdays to watch football with my friends. “I often visit the store for personal care
products for urgent situations ... I will only buy these and that’s all, nothing more”,

said, a 25-years-old woman. Also, shoppers confirmed that they perform their stock

visits during Saturdays, as the actual data indicated.

Here we should mention that there were times where shoppers described “correctly”
the purchased the products contained in a shopping mission, but they gave a different
naming e.g. “I buy cheese, sliced turkey and bread slices for my breakfast”. In our
identified missions we call these shopping visit “sandwich” and there is another
mission related to breakfast. However, this naming seems to be influenced by the

consumption time.

In addition to the shopping missions we identified using the actual POS data, shoppers

indicated additional missions such as light meal, food-to-go, baby exclusive, semi-
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prepared meals, bio visits, visits from promo products. For instance, a married woman
mentioned, “Beyond the weekly stock out visit, lots of times I visit the store for a light
meal some fruits, light yogurt, and in general for dietary products...this happens
mainly before summer (chuckles)”. An elder woman said, “I visit the store sometime

to purchase the promotions I showed in retailer’s weekly promo brochure or in the

television”.

Here, we should mention, that the fact that the key users (i.e. shoppers) validate the
results of the proposed visit segmentation approach, indicates the interestingness of

the identified patterns according to Silberschatz and Tuzhilin (1996).

6.1.3. Field study

6.1.3.1. Setting

For the prevailing categories of each shopping mission (bold categories in Table 6-2)
we created coupons. For example, we associated pastry making shopping mission with
coupons related to product categories such as kit desserts, sugar and flour (Table 6-3).
For one month, via a custom developed app we disseminated these coupons.
Researchers were approaching customers in the entrance of the retailer’s store, they
aid them download the app and explained the process. Also, after each store trip/visit

the researchers disseminated to the shoppers a short survey.

Mission Basket | Basket Bagket Baskets % Promotional message
Name volume | value | variety
Buying 500gr fresh meat or
. fish: 30 points
Main course | 15,8 30,0 8.4 154 Buying 1kg fresh vegetables:
20 points
Buying a Beer or
Snacks and ) )
beverages 7,9 18,4 5,0 13,2 Re}‘reshments multi-pack: 25
points
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Buying a pack of chips or salty
snacks: 15 points
Buying 2 packs of sugar or
Pastry 6 flour: 15 points
making 104 22,0 & 97 Buying a pack of kit desserts:
25 points
Buying a bottle of shower gel:
Personal care 20 points
and hygiene 71 21,3 53 54 Buying a bottle of shampoo:
20 points
Breakfast 6,3 16,1 5,2 11,0 Buying a coffee package: 15
points
House Buying a l.iquid detergent
cleaning and | 9,4 24,9 5.3 . bottle: 25 points
. ’ ’ ’ ’ Buying a pack of paper tissues
maintenance :
or rolls: 15 points
Buying a package of sliced
. bread: 15 points
Sandwich 55 12,2 +2 12,2 Buying 300gr counter cheese
or deli: 20 points
Abstract
detergent 24,3 56,7 13,8 9,0 N/A
visits
A_bﬁract food | 37,3 89,8 19,8 18,6 N/A
V1sits

Table 6-3. Promotional message per shopping mission and descriptive statistics

Bellow we present the app flow. Each shopper scanned his/her loyalty card into the
app. Each time a customer visited retailer’s store the app identified this visit leveraging
GPS (Global Positioning System) capabilities. Then, a question appeared related to the
shopping mission the customer entered the store for (second screen in Figure 6-2). The
shopper was able to select one or more missions. We gave this option to the shoppers
as we wanted to simulate the more abstract shopping purposes. This question didn’t
have any effect on the coupons we displayed to the shoppers, it was merely informative
to better understand shoppers’ behavior and to compare it with the actual shopping

mission s/he performed.

After answering to this question, the shopper was able to navigate to all the available
coupons. The coupons were shorted per shopping mission (third screen in Figure 6-2),

however, each shopper was able to see all the available coupons regardless the selected
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shopping mission. By clicking to a shopping mission, the shopper was able to view all
the available coupons related to the selected mission (fourth screen in Figure 6-2).
Each coupon was associated with a promotional message (see Table 6-3). For example,
“buying 500gr fresh meat or fish you will earn 30 points”. The giveaway points had
been defined by the retailer. According to retailer’s loyalty program, when a shopper
gathered 200 points s/he earned a 6-euro gift card. For each coupon, a shopper was
able to mark the claim button. Then, this coupon was transferred to the “claimed
coupons” and it was active to be redeemed at the cashier only for the current in-store

visit (last screen in Figure 6-2).

| @x P

€ Available Coupons

Why you visited the store today?
Main course (a]
-
Breakfast [u] i Main Course
Main Course
Show this coupon at the cashier
Sandwich [u] Buying 500gr fresh meat or fish: 30
points
Snacks & [u] . ‘ Coupon code: 07121990821283
"
beverages F A !
5 nmell) " ‘
Pastry Making Sliced bread .
Breakfast Buying a package of LI 4

Welcome to the store House cleaning sliced bread: 15 points =

& maintenance Breakfast

Personal care o & 9 ch deli Show this coupon at the cashier

& hygiene [ o eese or dell Buying a package of sliced bread: 15
Available  Claimed  aay Card m Buying 300gr counter poin
coupons  coupons Lheod cheese or deli: 20 points Coupon code: 07121990821444

Figure 6-2. Pilot app flow

After paying at the cashier, the shopper participated in a survey to better understand
his/her shopping behavior. Questionnaire questions are shown in Table 6-4. Here,

should note that the questionnaire was distributed in hardcopy.

In your current visit, did you buy more of the products you had planned? If yes, fill in the
number.

In your current visit, did you buy more products than you have planned due to the app
coupons? If yes, fill in the number.

In your current visit did you have a shopping list?
For which of the following reasons you were planning to visit the store today? (Free selection
between the identified shopping missions as shown in Table 6-3)
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After all, for which of the following reasons you visited the store today? (Free selection
between the identified shopping missions as shown in Table 6-3)
Table 6-4. Survey questions

6.1.3.2. Data collection

For the field study purposes, we analyzed data from four different data sources (A) app
analytics (B) new POS data and (C) loyalty data for those shoppers who participated
in the pilot and (D) survey data. The loyalty card of each shopper was a prerequisite to
use the app. Also, the researchers denoted which shopper filled which questionnaire;

thus, we were able to combine all these datasets.

From the loyalty data we gathered shopper demographics, such as marital status,
household size, gender and age. Using the app data, we were able to:
e track whether a shopper has claimed a coupon
e calculate the minutes passed from the app launch till a shopper claim a coupon
e identify the shopping mission(s), s/he state that entered the store for

e extract the duration of the visit

From the POS data we were able to:
e track whether a shopper has redeemed or not a claimed coupon
e calculate descriptive statistics for the basket e.g. value, variety, volume

¢ identify the final shopping mission

Regarding the latter, we exploited the initial model we created to identify the shopping
missions and using predictive analytics we classified each new visit/transaction into
an existing cluster/mission. This way we were able to identify the actual shopping

mission of the customers as derived by the POS data.
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6.1.4. Findings

6.1.4.1. Relation between actual and declared shopping mission

We were able to gather information regarding the shopping mission of the shoppers in

three stages:

(A) at the store entrance where shoppers declared the initial mission into the app,

(B) at the store exit (after the cashier) where shoppers declared their initial and final

shopping mission via questionnaire,

(C) at the cashier analyzing the pilot POS data (this is called actual mission).

According to the results, users select on average 3,5 missions in the app during
entering the store. Then, in the questionnaire, they choose on average 2,5 missions, as
their initial shopping goal and 2,9 missions, as their final shopping goal. Whereas,
shoppers perform only one shopping mission at the cashier. This disproportion could
be explained by the fact that shoppers, in the app, selected more missions than they
wanted to perform as they probably believed that the available coupons are related to
this selection. Also, after their purchases they selected more than one missions, as they

cannot perceive that the “abstract” shopping mission selections includes the rest.

To further analyze the relation between the initial, final, declared and actual shopping
mission, we examined similarities between the different answers and the actual

shopping mission. First, for each user (Ui) we created three binary vectors (Vj).

Uivjvie{l,..87},Vj €{1,2,3}
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The first vector (j=1) depicted the initial missions as selected by the user in the
questionnaire. For example, the vector below U,V,= (0,0,0,0,1,0,1,0,0), means that the
first user at the questionnaire selected breakfast and sandwich as his/her initial

shopping mission. The order of these missions is the same as in Table 6-7.

The second vector (j=2) declared the missions as derived from the questionnaire. For
instance, U,V.= (0,0,0,0,1,0,0,0,0) which means that user 1 answered only breakfast

in the final shopping mission in the questionnaire.

Regarding the vector (j=3) depicting the missions declared in the app we faced a
limitation i.e. the two abstract missions weren’t available for selection. Thus, we
performed data extrapolation to estimate the value of these not explicitly stated
missions from existing information. For instance, in the cases where a user (n) had
selected all the available missions i.e. UnV3= (1,1,1,1,1,1,1), we transformed this vector
into U,V3= (UnV3=0,0,0,0,0,0,0,1,1), as the user has selected all the available missions

which declared that s/he entered the store having an abstract shopping purpose.

Then we examined the relation between the actual shopping mission and the declared
missions in the different trip stages. The 60,1% of shoppers have selected correctly
their actual mission via the app when entering the store. At the 73% of shoppers, the
mission declared as “initial” in the questionnaire at the store exit, was recognized as
their actual mission according to the POS data. Whereas, the 75,7% of shoppers
declared correctly their “final” mission in the questionnaire after the cashier. By
examining these results, we confirm that most of the shoppers confirmed the identified

shopping missions and this enhances their validity.
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To enhance this statement, in Table 6-5 we have calculated the percentage of shoppers
who have selected correctly their actual shopping mission in the different trip stages.
For instance, we can observe that only the 27,3% of shoppers selected correctly that
they entered the store for the “main course” mission. Most of them mainly selected
breakfast, and or/ snacks and beverages. This might happen as the shoppers probably
expanded their initial mission due to the coupon recommendations. However, at the
store exit all these shoppers identified “main course” as their final shopping mission
and almost the 91% of them as their initial mission. Likewise, in Table 6-5 we can
observe that even those users that didn’t identify correctly their actual mission during
the different trip stages, they declared similar/relative missions e.g. instead of
breakfast they chose snacks and beverages or sandwich; thus, this confirms the validity

of the results.

Actual j=3 (initial j=1 (initial j=2 (final
shopping shopping shopping shopping Most selected
mission mission/ app/ | mission/ mission/ shopping
(cashier/ store questionnaire | questionnaire | missions
POS data) entrance) / store exit) store exit)
Snacks and
beverages,
Main course 27,3% 90,9% 100,0% breakfast,
abstract food
visits
pnacks and | 60,0% 60,0% 60,0% Breakfast
everages
. o o o Breakfast, main
Pastry making | 0,0% 50,0% 50,0% course
Persona} care 100,0% 100,0% 100,0% Abstract .
and hygiene detergent visits
Snacks and
Breakfast 75,0% 75,0% 75,0% beverages,
sandwich
House
cleaning and | 100,0% 100,0% 100,0% ‘(Al‘bStraCt . .
. etergent visits
maintenance
Sandwich 66,7% 55,6% 66,7% Breakfast
Abstract Personal care
detergent 73,1% 59,6% 63,5% and hygiene,
visits House cleaning
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and
maintenance
Main course,
Ab§tract food 66,1% 73,8% 78,2% breakfast,
VIS1ts .
sandwich

Table 6-5. Percentage of shoppers selecting correctly their actual mission in the
different trip stages

The results above indicated the relation between actual mission and declared missions.
However, the actual mission is only one, whereas shoppers declare on average from
2,5 to 3,5 shopping missions in the app and in the questionnaire. Hence, to further
examine the similarity between the j=1, j=2 and j=3, we calculated Jaccard similarity
to compare these binary vectors per user. Results indicated that similarity between j=1
and j=2 is estimated at 94,23%. This means that there is a little discrepancy between
these two sets. Whereas, similarity between j=1 and j=3 is 78,5% and between j=2 and
j=3 is 79,9%. This confirms that shoppers altered more intensively their shopping

mission from the entrance and to the store exit.

The Jaccard similarity is more interesting when computing the results between j=1,
j=2 and j=3 per actual shopping mission (Table 6-6). For instance, regarding “snacks
and beverages”, similarity between j=3 (app mission) and j=2 (questionnaire’s final
mission) is 80,18%, which means that shoppers entering the store for this mission
seem to be more determined for their shopping goal in contrast to those entering the

store for other missions.

Actual shopping mission | j=3,j=1 | j=3,j=2 |j=1,j=2
Main course 76,22% 75,52% 96,10%
Snacks and beverages 79,23% 80,18% 94,29%
Pastry making 73,08% 69,23% 96,43%
Personal care and hygiene 76,92% 73,08% 96,43%
Breakfast 77,88% 79,81% 91,96%
House cleaning and

maintenance 84,62% 76,92% 85,71%
Sandwich 75,21% 74,36% 92,86%
Abstract detergent visits 78,63% 78,63% 94,44%
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‘ Abstract food visits | 79,29% | 80,00% ‘ 94,51% ‘
Table 6-6. Similarity between actual and declared shopping missions in the
different trip stages

6.1.4.2. Effect on impulse buying and shopping missions

During the pilot shoppers purchased more products than the average. In more detail,
the average pilot basket contained 22,9 products from 12,9 different product
categories that costed on 59,1€. In contrast to the average non-pilot baskets which
during which contained 15,8 products (9,2 product categories) that costed 36,7€.
Additionally, by examining the baskets per each shopping mission, we can observe that
basket volume, variety and value were increased during the pilot almost for every
mission. The above could be easily extracted by comparing the results of Table 6-7 with
those of Table 6-3 -which depicts the shopping mission descriptive statistics regarding

the one-year store visits.

Shoppin ..
Missi%n s Basket Basket value Bagket Baskets % Average Visit
Name volume variety duration
Main course 13,6 26,9 8,1 13,79% 35,8
Egsgf;gzrsld 8,1 18,8 5,0 12,64% 30,9

Pastry making | 13,5 37,4 11,5 3,45% 38,0
Personal care o

and hygiene | 7*5 26,4 55 3,45% 29,0
Breakfast 9,5 27,3 6,8 10,34% 33,8

House

cleaning and | 11,3 27,6 6,2 1,15% 14,0
maintenance

Sandwich 10,9 20,2 7,9 11,49% 34,7
Abstract

detergent 25,4 68,6 15,9 11,49% 38,4

visits

éil;is:;act food 43,7 116,5 21,8 32,18% 43,0

Table 6-7. Pilot Shopping missions and descriptive statistic

The above happened probably due to two reasons: (A) shoppers who agreed to

participate in the pilot were not in a hurry and were in a more spending mindset in
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contrast to the average shopper, (B) the app coupons urged shoppers to spend more
(or make more impulse purchases) than in average. Shoppers via the questionnaire
confirmed that during the pilot they purchased more products in their store visit than

they have planned (see Table 6-8 below).

Shoppers percentage/ questionnaire Shoppers « percentage/ qu.e§t101.1na1re
Number s . .. 1.1 | question: “In your current visit, did you
of question: “In your current visit, did buv more broducts than vou have
you buy more of the products you had Y P Y
products . » planned due to the app coupons? If yes,
planned? If yes, fill in the number 7 s N
fill in the number
0 10,0% 21,8%
1t0 4 48,3% 52,7%
5t09 13,3% 10,9%
10 to 14 16,7% 7,3%
15 to 40 11,7% 7,3%

Table 6-8. Questionnaire questions regarding impulse product purchases

Additionally, regarding the pilot shopping missions (Table 6-8), we can observe that
the 44,86% of the shoppers executed more abstract missions (i.e. abstract detergent
visits, abstract food visits) which might be also explained by (A) and (B). In addition,
here we should mention that we do not have lots of visits concerning “pasty making”
mission. This probably happens as shoppers who purchase this mission are mainly
more than 55 years old (see section 6.1.1) and these shoppers didn’t participate in our
pilot (see Table 6-1). Likewise, we do not have many visits regarding “personal care
and hygiene”, which also makes sense, as this mission has a peak during summer
months and the pilot ran during winter months. Closing, we should denote that the
average visit lasts 33 minutes, however this includes 3 to 5 minutes to download the
app and explain the study to the shopper. Also, in Table 6-7 it is obvious that there is a
statistically significant linear relation between the average visit duration and the

basket volume (r=+0,632 according to Pearson Correlation).
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6.1.4.3. Relation between actual shopping mission and coupons

Via the app we achieved 194 coupon claims, the distribution of these claims in the
various coupons is shown in Table 6-9. The 96,9% of these claims led to coupon
redemptions. To examine the relation between the actual shopping mission and the

coupon redemptions, we split our sample into two sets:

e Set A (mission-related): Those observations where the coupon redeemed is
related to their actual shopping mission (as shown in Table 6-3). For example,
a shopper that executed the shopping mission “Pastry making” and redeemed
the coupon “Buying 2 packs of sugar or flour: 15 points” or the coupon “Buying
a pack of kit desserts: 25 points”, belongs in this group.

e Set B (mission-unrelated): Those observations where the coupon redeemed is
not related to the actual shopping mission. For instance, a shopper who
executed the mission “Personal care and hygiene” and redeemed the “Buying a

pack of kit desserts: 25 points”, belongs in this second group.

Using the app analytics, we were able to spot the minutes passed from the app launch
till each shopper claimed a coupon (coupon time-to-claim). Running ANOVA between
Set A and Set B regarding coupon time-to-claim we identified that the significance
value is 0,0005 (i.e., p = 0,001< 0,05). This means that there is a statistically

significant difference in coupon time-to-claim between these two sets

(F(1,234)=47.559, p=0,001).

Delving deeper into the data we identified that shoppers spend less minutes when the
coupon they claimed was related to their actual shopping mission as derived from the

POS data (see Table 6-9). For instance, when the actual shopping mission was
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“sandwich” s/he claimed the coupon “sliced bread” during the first minute of the
shopping trip. Whereas, shoppers spent more minutes to claim coupons unrelated to
their actual shopping mission e.g. they spend on average 6.70 minutes to claim the
coupon “sliced bread”, when their mission wasn’t sandwich. The coupons that do not
follow this trend are those related to the non-food products (i.e. liquid detergent,
shower gel, paper tissues or rolls) except shampoo (see Table 6-9). This means that
these coupons are purchased across the various shopping missions and show a great

potential for cross-selling actions.

In the last column of Table 6-9 it is denoted the p-value, after running ANOVA between
Set A and Set B based on time-to-claim per coupon. Results confirmed our
aforementioned statement i.e. the non-food products (i.e. liquid detergent, shower gel,
paper tissues or rolls) except shampoo, are purchased across the various missions and
there is no statistically significant difference in time-to-claim between related and

non-related mission-coupons.

Average Average

coupons coupons

time-to- time-to-

claim (in Ckf‘im (in
Coupon minutes) Vr?ﬁrelﬁtfﬁi Coupon E?Ef;ﬁ;ae%e ANOVA (Set

p when the claims A VS Set B)

product actual e coupons

actual hooDi distribution d d p -value

shopping shopping redeeme

mission is INISSIOoN 15

related to the not related

to the
coupon
coupon

giefilhmeat 10,6 18,2 7,7% 100% 0,0204
SEEZ?ables 4.8 11,5 11,9% 100% 0,0005
Beer or . - 0,0010
refreshments | 2! 7,8 5,7% 100%
Chips or . 5 0,0200
salty snacks 2,0 6,6 8,8% 94,1%
fs'lglgl?'r o 5,1 95 4,1% 100% 0,0203
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Kit desserts | 6,0 10,0 3,6% 71,4% 0,0320
Shower gel 3,3 3,3 7,2% 100% 0,1650
Shampoo 1,2 5,5 3,1% 85,7% 0,0070
Coffee 4,3 9,1 10,3% 100% 0,0010
Esgglrl;ussues 1.4 1,2 6,7% 92.3% 0,2610
Sliced bread | 1,0 6,7 11,9% 95,6% 0,0020
gillei)ese or 4,0 8,2 12,0% 100% 0,0005

Table 6-9. Claimed coupons - descriptive statistics

To further examine the relation between the actual shopping mission and coupons, we
calculated a matrix (Table 6-10) containing as rows each available coupon and as
columns each mission. The percentage in this matrix depicts the percentage of
coupons redeemed compared to the total coupons redeemed per shopping mission.
The darker the table column is, the highest percentage of redeemed coupons it
contains in contrast to the other shopping missions. For example, we may observe that
the 22,22% of the coupons redeemed when the actual shopping mission of a shopper
was “main course”, concerned the coupon fresh meat or fish. Also, the 33,33% of the
rest redeemed coupons in this mission were for fresh vegetables. The rest redemptions
concerned mainly other food-related coupons such as sliced bread, cheese or deli,
sugar or flour, coffee and the only non-food coupon that was redeem is liquid
detergent. As we can observe in Table 6-2, which presents the products that constitute
each mission, all the food related products redeemed by “main course” shoppers,
except coffee, are included in the respective mission. Thus, we can see a clear relation
between the redeemed coupons and the actual shopping mission. Regarding “snacks
and beverages” mission, the 2/3 of the redemptions concerned beer or refreshments
and chips or salty snacks coupons. By examining the rest coupon redemptions in Table

6-10 we can conclude that the redemption rate is increased when we offer to the
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shoppers, coupons related to their shopping mission (bold values in Table 6-10). We
consider as relative mainly those coupons/missions that are matched according to
Table 6-3. However, as shown in Table 6-10 there are coupons mainly associated with
non-food products e.g. shower gel, liquid detergents, that are redeemed in high
percentages regardless shopper’s mission. This validates our aforementioned
conclusion that according to Table 6-9 the coupons that are related to the non-food
products (i.e. liquid detergent, shower gel, paper tissues or rolls) except shampoo have
no significant difference in time-to-claim between set A (mission related) and set B

(mission unrelated).

At Appendix D: Relation between shopping list and shopping mission we also present
the findings regarding the relation between the shopping list and the shopping

mission, which is over the scope of this dissertation.

123



Chapter 6: The impact of visit segmentation on shopper marketing

House
Main Snacks Past Personal cleaning Abstract | Abstract
course and makg care and | Breakfast | and Sandwich | detergent | food
beverages & hygiene maintena visits visits
nce
EI:;Sh meat  or 22,22% | 0,00% 0,00% 0,00% 7,14% 0,00% 0,00% 4,88% 8,43%
Fresh vegetables | 33,33% | 0,00% 12,50% 0,00% 0,00% 0,00% 0,00% 7,32% 13,25%
?eef(:;shments or 0,00% 33,33% | 0,00% 0,00% 0,00% 0,00% 0,00% 7,32% 7,23%
ChipS or Salty 0 o () 0 (o) 0 0 0 0
snacks 5,56% 33,33% | 0,00% 0,00% 7,14% 0,00% 14,29% 4,88% 8,43%
Sugar or flour 5,56% 0,00% 12,50% 0,00% 0,00% 0,00% 0,00% 4,88% 6,02%
Kit desserts 0,00% 0,00% 25,00% | 9,09% 0,00% 0,00% 0,00% 7,32% 0,00%
Shower gel 0,00% 0,00% 12,50% 36,36% | 7,14% 18,18% 7,14% 9,76% 7,23%
Shampoo 0,00% 0,00% 0,00% 27,27% 0,00% 18,18% 0,00% 9,76% 2,41%
Coffee 5,56% 22.22% 25,00% 9,090% 28,57% | 0,00% 14,29% 7,32% 7,23%
z:%:sgents 5,56% 0,00% 0,00% 9,090% 7,14% 27,27% 0,00% 14,63% 6,02%
f;ll):r tissues or 0,00% 11,11% 0,00% 9,09% 7,14% 36,36% | 7,14% 7,32% 7,23%
Sliced bread 11,11% 0,00% 0,00% 0,00% 14,29% 0,00% 28.,57% | 7,32% 13,25%
Cheese or deli 11,11% 0,00% 12,50% 0,00% 21,43% 0,00% 28,57% | 7,32% 13,25%

Table 6-10. Relation between actual shopping mission and redeemed coupons
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6.2. From category management to shopping mission management

In contemporary retail there are various customer touchpoints through a customer
journey. Thus, retailers daily gather massive amounts of data regarding their
customers transactions, preferences, demographics, shoppers in-store movements etc.
Simultaneously, shoppers are becoming far more demanding. The consumer-
packaged goods (CPGs) marketplace is the one that facing major issues, as retailers
have become largely substitutable in shoppers’ minds due to offering similar
merchandise (Pepe and Pepe, 2012). Thus, retailers must work harder than ever to
differentiate themselves. Despite heavy investment in business analytics
infrastructures that could aid more effective CM, retailers are still losing potential

revenue due to their failure to get the right goods to the right places at the right price.

In this everchanging environment old CM practices seem to be cumbersome. Business
executives recognize the need to incorporate the shopper behavior and needs into CM
practices. However, even customer-centric CM should be revamped. This alteration is
required in contemporary retail, as we observe a changing behavior of shoppers i.e. a
shopper might swift his/her behavior even when visiting the same retail store. To cope
with the changing behavior of shoppers, both researchers (Walters and Jamil, 2003;
Bell et al., 2011) and practitioners (ECR Europe, 2011) have stressed the need to focus
on each single customer visit. This way, we will capture each customer’s shopping
occasion (Desrochers and Nelson, 2006), need and mission (Sarantopoulos et al.,
2016; Griva et al., 2018) e.g. that a shopper entered two times in a supermarket to

purchase products to prepare breakfast, and then for a gourmet meal etc.

Hence, we propose not only to focus separately on each category e.g. milk, cereals,

coffee etc. as traditional CM does, but to move from CM to Shopping Mission
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Management (Figure 6-3). This way we will treat categories collaboratively under the
shopping mission they participate. Thus, a new chapter in category management is
unfolding and more effective assortment, store layout planning, space allocation and

promotional activities could be achieved.

Product-centric Customer-centric

Category Management Category Management Shopping Mission Management

Breakfast .

shced
bread
marmalades

Pastr}

sliced
bread
marmalades

Figure 6-3. From category to shopping mission management

Via moving from traditional CM to Shopping Mission Management, we also propose
to alter the classic CM process (right part of Figure 6-4) in a way that each shopping
mission is run as a business unit in its own right, with its own set of turnovers,
profitability targets and strategies. The “role of the category” step is replaced by the
shopping mission identification step. Its goal is to detect the mission(s) each category
belongs to and structure the role of each category in the different mission it belongs.
The rest steps remain the same, though the category term is replaced by the shopping

mission concept.

The last step of a category management is CM tactics. CM tactics may include (Hiibner
and Kuhn, 2012) assortment planning, store layout planning, space allocation, pricing,
promotional activities and logistics planning (Lindblom and Olkkonen, 2008). All

these shopper marketing-related decisions can be revamped using the resulting
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shopping missions. Thus, in the next section we present data-driven innovations in

shopper marketing that the resulting shopping missions can support.

Category Management Shopping Mission
Process Management Process
—» Category definition —» Category definition
Category role Shopping mission
Si . .t
Category assessment 1OPPINg nUSSIon
. assessment
Sl i issi
Category scorecard 10pping mission
scorecard
Category strategies Shopping mission
y strategies
Category tactics Shoppmg.llllssmn
tactics
“— Planimplementation ~—— Planimplementation

Figure 6-4. Category management VS shopping mission management process

6.3. Data-driven innovations in shopper marketing

Regarding the output and the value of such a system, it is stressed when considering
the consumer-oriented business decisions it can support. Our approach could be
evolved into to a tool for designing innovative marketing campaigns, bundled
promotions and cross-coupon programs for product categories that belong to the
same visit segment. For instance, ABC analysis can be applied to classify the products
belonging into each segment into three classes based on product purchases. Then,
alternative product combos and bundling strategies could be tested. Alternatively,
our approach may become the cornerstone of a recommendation system for real-time
purchases in retail stores. It will propose to the customers more products that they

may have forgotten to buy, considering their prior or current visit(s). Apart from
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recommending products from the same cluster/visit segment, marketing managers
could also exploit the knowledge extracted from the more abstract clusters to make
cross-cluster promotions that fit the specific needs of shoppers. For instance,
considering a shopper that visits the store to buy beverages and the recommender
promotes to her/him products from the snacks cluster aiming to increase the basket
value and variety. This promotion is based on the detected new knowledge that

beverages and snacks are sometimes co-purchased in a broader shopping visit.

Likewise, we can create offline and online product catalogues. For instance, we
have detected women that enter a fashion store to purchase professional clothes and
baby clothes. Thus, to promote the new collection, it could be more effective to send
them product catalogues that meet their specific preferences, instead of including all
the available new garments. The extracted knowledge could be also valuable for
advertising purposes; e.g. breakfast products advertisements. Current advertising
strategies in retailing are brand, or category-oriented; thus, shopping mission-
oriented advertising can be truly disruptive for the retail environment, as it reflects
shoppers’ deeper needs. For instance, instead of making advertisements of specific
product categories, retailers could advertise bundled product categories that

correspond to a shopping mission, e.g. gourmet products advertisements.

The visit segments can may support more business decisions that have a more indirect,
but not less significant, impact on customer satisfaction. For example, the visit
segments may dictate a new redesigned retail store layout where product
categories in the same visit segment are positioned in nearby store aisles and shelves.
Considering the bigger picture, we can move from a category-based layout to a

mission-based layout that can help customers locate products in the store more easily
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and buy more in less time (Vrechopoulos et al., 2004; Cil, 2012; Sarantopoulos et al.,
2016; Sarantopoulos, Theotokis, Pramatari and Roggeveen, 2019). Similarly, the same
logic could be applied on retailer’s web store. Also, as the web environment is more
flexible alternative layouts based on the resulting visit segments can be tested for
different seasons, or customers or even days. For example, each shopper when signs

in the web store a custom layout can be depicted, based on his/her preferences.

In the same spirit, second in-store placement spots can be detected and really
increase purchases, e.g. a mouthwash next to chocolates etc. Additionally,
personalized product recommendations based on the extracted visit segments could
also be designed. For example, either disseminating these recommendations using
a mobile app, or using e-mail marketing, or even by printing coupons during the
checkout process at the cashier. Also, the store managers could utilize the extracted
visit segments to monitor and benchmark his/her store’s performance with other
similar stores e.g. the gourmet meal shopping mission performs 5% better in both
value and volume terms in other similar stores in contrast to mine. Similarly, by
comparing the products a shopper purchases during a shopping visit, with those
products contained in the typical shopping mission this visit belongs to, marketeers

could detect missing sales.

Moreover, our approach could be even evolved into a collaborative analytics
platform that gathers transactional data from various retailers and provide them
insights regarding the visit segments derived from their data and enable performance
benchmarking to competitors. Simultaneously, it could disseminate to other parties,

such as suppliers, insights regarding the categories and brands they sell e.g. in the
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context of which mission are purchased. This way collaborative analytics in demand-

chain management could enhance a more Efficient Consumer Response (ECR).

Additionally, predicting future behaviors and missions based on historical data
can support several supply-oriented operations e.g. product replenishment based
on the identified visit segments or prediction of possible out-of-self-situations, based
on visit peak days and hours. In more detail, the store manager could reengineer store
operations management and replenishment strategies by ordering groups of
products based on the identified visit segments. Or even change the shelves
replenishment by time of day and day of week given taking into consideration the

peaks of each visit segment as shown for example in Table 5-3.

Lastly, this approach could be even utilized to rearrange and modify a retailer’s
warehouse, by placing in nearby aisles products matching online orders to decrease
order-picking time. This kind of rearrangement has been previously examined in the
literature using solely association rule mining (Chan and Pang, 2011; Chuang, Chia

and Wong, 2014).

We acknowledge that large companies, such as SAS, IBM, SAP etc., have developed
commercial tools and suites e.g. IBM WATSON, IBM COGNOS, SAP HANA etc. to ease
companies perform different data analyses varying from reporting to data mining (e.g.
clustering). Companies utilize these suites to perform customized analyses e.g.
produce customer segmentations (Chen, 2014). Our approach is complementary to
such solutions. It may be treated as an additional layer of functionality on top of such
software tools, for generating visit segmentations and consequently deducing

customers’ shopping intentions per visit.
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6.4. From visit to shopper segmentation for more effective shopper
marketing
Apart from the aforementioned data-driven innovations, the value of such a system
could be further enhanced when we use the resulting visit segments to identify shopper
segments. By looking into the shopping missions that each shopper performs in all the
stores of a retail chain, we can boost shopper marketing activities. Shopper
segmentation based on the identified visit segments/shopping missions can aid
retailers identify selling gaps and opportunities and enhance personalization. To
achieve this, we need to obtain access to all the POS data from all the various stores a

retailer has, otherwise, any conclusion could be misleading.

To pinpoint the value of shopper segmentation based on the identified visit segments,
we used point-of-sales (POS) data from a small retail chain named “XYZ” having 222
stores in the urban areas of Greece country. Retailer provided us with all the
transactions that had been performed within a year by retailer’s shoppers using loyalty
card. Thus, we received more than 120 billion product swipes that correspond to 15
billion transactions/baskets performed by 1.120.021 shoppers. Here, we should admit
that almost the 96% of the total retail chain transactions happen using loyalty card;
thus, sample is representative. The average basket costed 16,7€ and contained 8,1

products from 4,9 different product categories.

Firstly, we began the analysis by identifying the different shopping missions of the

shoppers as shown in Table 6-11.

Cluster | Name Size Volume | Variety | Value
1 Sandwich 8,8% 4,80 3,70 8

2 House cleaning & maintenance 15,3% 10,00 5,80 25,3
3 Personal Care & Hygiene 10,7% 8,50 4,10 16,8
4 Main Course 16,4% 14,20 6,90 25,1
5 Fruits & Vegetables 12,8% 6,20 5,00 9,8
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6 Breakfast 11,2% 7,20 4,40 13,2
7 Snack & Beverages 11,9% 6,50 4,80 12,3
Table 6-11. Shopping missions for all the stores of a Greek retail chain

The stores that this retailer has mainly belong to store typologies such as convenience
stores and smaller supermarkets. Thus, we didn’t identify abstract shopping visits, as
happened in the previous case. Also, these missions are more generic in contrast to the
missions identified in the previous cases. Thus, by treating the stores as a bulk we lose
the unique shopping missions resulting in each store according to the store

characteristics and location (e.g. next to a fleet market, next to a gym etc.).

Then we exploited the loyalty cards data, to detect the shopping missions a shopper
performed during his/her purchase history. We rated each shopper (Table 6-12) with a
value ranging from 1 (low) to 5 (high) according to the s/he visited the store for each

mission during the whole year weeks (weeks of presence).

Sandwic | House Personal | Main Fruits & | Breakfast | Snack & | Toiletries
h cleaning | Care & | Course Vegetable Beverage
& Hygiene S S
maintena
nce
Shopper1 | 5 5 5 5 5 5 4 5
3 3 5 3 3 1 2 3
Shopper N | 1 4 1 5 3 1 5

Table 6-12. Shoppers’ fact table

In more detail, to calculate this value we used as benchmark the weeks of presence of
all the shoppers per mission. Thus, this value is different for the various shopping
missions. For example, a value equals 5 at the breakfast mission is not the same with
a 5 into house cleansing and maintenance, as a shopper purchases more often

breakfast than house cleansing products.

We use text mining to extract more meta-data from the available product descriptions.

Thus, we identified whether a product is premium, private label (PL), and/or
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biological. Also, we classified the products based on their descriptions into children or
elder usage. In addition, we added a binary flag in the cases that the product sold was
in promo. Hence, we enriched the shopper’s fact table (Table 6-12) by adding more
meta-data per customer. Then, we utilized shoppers’ fact table as input in the data
mining model, we executed clustering with k-means algorithm and we segmented

shoppers based on the missions they had performed during their yearly visits.

We shaped ten shopper clusters i.e. ten shopper segments. Each shopper is assigned
to one shopper segment. Table 6-13 depicts the descriptive statistics for each resulting
segment. Whereas, in Figure 6-5 is shown the cluster diagram. The most density
populated a cluster is, the more shoppers it contains. Also, the lines between the
clusters declare their similarity. These 10 segments could be grouped into 5 more
generic segments according to shoppers’ behavior and loyalty in each identified
shopping mission. These hyper-segments are also denoted in Figure 6-5 and are

explained in detail below.

Figure 6-5. Shopper segments based on visit segmentation

Segment/cluster 1 contains the 4,6% of shoppers. These shoppers visited the store for
all the identified shopping missions as they are rated with five in all of them. Thus,

here we have the more loyal shoppers that spend more than 281,83€ per month. These
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shoppers purchase many private label (PL), baby and biological products. Similarly,
segment 2 contains loyal shoppers, as they are rated with five in almost all the
missions. However, occasionally they seem to visit other stores for missions such as
fruits and vegetables and main course. This lead them spend almost 100€ less
(197,58€) than the previous segment. In addition, shoppers in this segment purchase
more premium products. Closing, segments 1 and 2 could be declared as “the most
loyal retailer’s shoppers” that seem to have this retail chain as primary for their
purchases. Thus, customer retention strategies could be more appropriate for these

two segments.

Segments 3 and 4 contain the 5,4% and 5,1% of shoppers respectively. Shoppers in
segment 3 purchase all the available shopping missions, having a rate equals 4 in the
non-food related missions and a rate equals 5 in the food related missions. The average
monthly basket is 121€ and shoppers purchase lots of PL and elderly products.
Shoppers in segment 4 have the opposite behavior of those in cluster 4 (i.e. rating
equals 4 in food and 5 in non-food). Their average monthly basket and their
characteristics are almost the same with those of segment 3. Closing these two clusters
could be characterized as “the loyal shopper segments” having lower budget than the
two previous. Probably these shoppers visit occasionally a second store for to satisfy
the lower rated shopping missions. Hence, both customer retention and development

strategies seem to be more efficient for these segments.

Segments 5, 6 and 7 are considered as “the medium-loyal shoppers”. According to the
results the “XYZ” retailer is not the primary retail store they visit to satisfy their needs.
It is probably shoppers’ second or third choice. In more detail, shoppers in segment 5

spend at about 85,60€ per month in various shopping missions, as they are rated with
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3 in all of them. Also, these shoppers purchase many baby and biological products.
Likewise, shoppers in segment 6 visit retailer’s stores to purchase occasionally (rate
value=3) shopping missions such as breakfast, sandwich, fruits and vegetables, snacks
and beverages. On the contrary, they visit the store more rarely (value=2 or 1), for
missions such as main course, house cleaning and maintenance, personal care and
hygiene, and toiletries. Shoppers in this segment spend on average 59,48€ per month.
Likewise, segment 7 contains shopper visiting the store occasionally (value =3) for
non-food shopping missions such as, house cleaning and maintenance, personal care
and hygiene, and toiletries. The rest missions are rated with 2 and main course is rated
with 1. These shoppers spend 61,65€ per month and they purchase more premium
products and many products in promo. Closing these three segments seem to be the
more valuable segments the retailer needs to attract. Shopper attraction strategies are

important to boost these shoppers make retailer’s stores as their primary choice.

Segment 8 includes the 14% of retailer’s shoppers. They mainly purchase missions
such as breakfast, sandwich and personal care and hygiene. These shoppers spend on
average 53€ per month. According to retailer’s input the prevailing stores that these
shoppers visit are close to student campus. Thus, probably students visit the “XYZ”
stores as their main retail chain. The lower rating in the rest shopping missions, does
not definitely indicate that these shoppers visit another retail chain, as according to
experts’ opinion students tend to purchase only these shopping missions in their store
visits. This finding is important for the retailer in order not to spend marketing budget
to promote the lower shopping missions to these shoppers as they are not related to

students’ real needs.

135



Chapter 6: The impact of visit segmentation on shopper marketing

Additionally, segment 9 contains the 18,1% of the shoppers. They visit the store on

average once every two months and they purchase products in promotion from various

shopping missions. Almost in all shopping missions they are rated with 1. Likewise,

segment 10 contains the 21% of total shoppers that have visited retailer’s store only 2

times per year and purchase premium products across all missions that where in

promo. Segments 9 and 10 are “the non-loyal shopper segments” that visit retailer’s

stores only for promo purposes.

Segment No, Size Average monthly | Average basket
value value

1 4,6% 281,83 25,86
2 4,9% 197,58 23,71
3 5,4% 121 23,51
4 5,1% 128,2 23,99
5 9,1% 85,6 23,45
6 6,9% 59,48 17,89
7 10,9% 61,65 22,06
8 14,0% 53,95 15,55
9 18,1% 24,33 7,33
10 21,0% 26,05 5,22

Table 6-13. Descriptive statistics for the identified shopper segment
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7. DISCUSSION AND CONCLUSIONS

This final chapter overviews the main outcomes of this research. Then, it presents and
discusses the research’s contribution to theoretical knowledge along with its practical
value. Afterwards, we present our thoughts for visit segmentation systems designers
in contemporary retail. We present in detail the data, shopper, marketing and retailer’s
factors that designers should take into consideration when designing visit
segmentation systems. At the end of this chapter, the research limitations are pointed

out and avenues for further research are recommended.

7.1. Research outcomes

This research journey began with the aim of advancing the understanding of visit

segmentation in retail. More specifically, the following questions have been addressed:
¢ Q1. How can we derive visit segments from shopper data?

o Can we extract the different shopping missions of customers from the

identified visit segments?

o Can we develop a business analytics-informed approach to perform visit

segmentation?
e Q2. What are the factors that affect the design of visit segmentation systems?

To address these questions, we adopt as methodological backbone the design science
paradigm (Hevner et al., 2004). Additionally, owing the lack of prior systematic
research on the visit segmentation topic this research is based on multiple case studies
design. Thus, initially, we started our research via revealing the need of visit

segmentation in contemporary retail. Both practitioners and researchers agree that
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old-school shopper segmentation is not enough and cannot describe the new, volatile
shopper habits and preferences. This happens since the modern shopper has changed.
The shopper flits between shopping channels and performs a complex shopper journey
with the purpose to satisfy his/her increasing demands for quality and value (Wood,
2018). Shopper behavior is no longer predictable; it is changing through time and,
even, between shopping visits in the same store (Sorensen et al., 2017). Hence, there

is a need for visit segmentation to cope with shoppers’ changing behavior.

Looking into the segmentation literature, researchers view shoppers as a bulk of all
shopper visits (e.g. shoppers who purchase routine products) or as associations
between the products/ items purchased during a shopper’s single visit (e.g. bread >
milk). We state that the aforementioned studies overlook the holistic shopping
purpose, intentions and missions of shoppers, which are not the same in every

(physical or web) store visit.

In this dissertation, we suggest putting the shopper visit on the spot, instead of the
shopper total buying behavior that shopper segmentation relies on. Putting the visit
on the spot has the potential to ensure a more accurate view of the shopper desires. To
this end, we coined the term “visit segmentation” (the first outcome). Visit
segmentation focuses on the underlying needs that boosted a customer visit a store
e.g. to purchase products for a light meal, or to procure materials to renovate their
bathroom etc. These needs and missions can be extracted using various datasets

reflecting shopper behavior e.g. product purchases, interactions, preferences etc.

Afterwards, to perform visit segmentation we developed a business analytics-
based approach (the second outcome) which could be applied into various

shopper interaction data. We applied, validated and refined the proposed approach
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through three heterogeneous retail cases. The first case concerns sales data from
different channels and stores of a major European fast-moving consumer goods
(FMCG) retailer. Respectively, in the second case, we produced the visit segments for
the physical stores of a Fortune 500 specialty retailer of home improvement and
construction products — also known as do-it-yourself (DIY) retailer. The third case
concerns data from a physical and the web store of a major European fashion retailer.
We analyze retail basket data from these cases and we produce groups of visits based
on the product categories the customers have purchased during each visit to a physical

retail or web store.

We suggest that the resulting mix of product categories that prevails each visit segment
reflects the shopping intentions of the customers that held the baskets included in each
visit segment. In other words, we generate segments of visits and, then, we identify
the shopping intention and missions that boosted these visits (the third
outcome). Let’s assume that the prevailing product categories purchased during the
shopping visits of a mined segment are biscuits, chocolates, beverages, ice creams,
beers, soft drinks and chips. Then, we conclude that the shopping intention of the

respective customers was to buy “snacks and beverages”.

In addition, during the application of the proposed approach in the different cases we
did not overlook the significant effect of the product taxonomy in the effectiveness and
validity of our data mining results. Other data analytics studies have highlighted that
product taxonomies may seriously affect the knowledge discovery process and the data
mining results (Albadvi & Shahbazi, 2009; Cho, Kim, & Kimb, 2002). More
specifically, product taxonomies are often unbalanced and have characteristics
hindering the performance of data mining algorithms. Thus, it matters for example
whether we should refer to a can of sparkling orange juice of brand XYZ as sparkling
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beverage, as beverage, or as orange juice. For that reason, this research also suggests
a semi-supervised feature selection approach (the forth outcome) that uses
the product taxonomy as input and extracts the features (product categories) as
output. This approach is used to adjust and balance the original product
taxonomy, and it considers both the frequency of product purchases and the product

semantics to tackle with data skewness problems.

We also suggest that the units of analysis used in the literature, i.e. product items in a
single visit, or all shopper visits, are not applicable in every retail context but there are
cases where we should examine groups of “x” sequential visits. Thus, we also suggest
the creation of an intermediate unit of analysis (the fifth outcome), which
is required in some retail domains where shoppers perform many store visits during

small time windows e.g. in DIY retailing.

Apart from the aforementioned outcomes, an equally significant outcome, is related to
the data-driven innovations (the sixth outcome) in shopper marketing that
the knowledge derived from the proposed approach may support. Indicatively, the
proposed approach extracts knowledge that may support several decisions ranging
from marketing campaigns per shopping mission, redesign of a store’s layout to

product recommendations.

To prove the effectiveness and the validity of the identified shopping missions, we
conducted a field study using a smart mobile app. We demonstrated that the
resulting shopping missions effectively support innovative marketing
actions (the seventh outcome). We conclude that shopping mission-related

coupons achieve higher redemption rates and are claimed by a shopper into less time
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than the non-related coupons. Likewise, we enhanced shopping mission’s validity via

conducting focus groups and discussing the identified missions with the shoppers.

Closing, another important outcome of this dissertation is the identification of the
factors that affect the input and the results of shopper segmentation systems
and approaches (the eighth outcome). Similarly, this research also pinpoints the
factors that the designers of visit segmentation systems should take into
consideration in contemporary retail (see section 7.4 below). Thus, it also sets the

bases for generic IS tools for visit segmentation (the ninth outcome).

7.2. Theoretical contribution

This thesis has an interdisciplinary nature, as it interweaves three different disciplines:
Information Systems (IS), Business Analytics (BA), Shopper Marketing. Therefore, the
contribution of this thesis from a theoretical perspective is found across these three

disciplines.

The following paragraphs summarize and discuss the theoretical contribution of this

research:

Defines the concept of visit segmentation.

Shopper segmentation is a traditional concept that is flourishing in contemporary
retail due to the data explosion and the transformation of modern shoppers. From the
one side, IoT technologies aid us capture more data regarding customer interactions
during their shopping journey. From the other side, customers repetitively shift their
behavior during time, even when they visit the same channel and the same store. In
this research, we question whether shopper segmentation approaches can serve this

new reality. Researchers (Walters and Jamil, 2003; Bell et al., 2011) suggest that we
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should pay attention to each shopper visit as it carries valuable insight on the shopper
needs. Putting the shopper visit on the spot, instead of the shopper total buying
behavior that shopper segmentation relies on, has the potential to ensure a more
accurate view of the shopper desires that change frequently due to an abundance of

new products, shopping channels and services offered every day.

Sharing other researchers (Walters and Jamil, 2003; Bell et al., 2011) concerns, we
propose that in this new era we should put the shopper visit on the spot, instead of the
shopper behavior that changes over time and that traditional shopper segmentation
relies on. Thus, we coin the term “visit segmentation”, to pinpoint this need. Visit
segmentation focuses on the underlying needs that boosted a customer visit a store
e.g. to purchase products for a light meal, or to procure materials to renovate their
bathroom etc. These needs and missions can be extracted using various datasets

reflecting customers’ behavior e.g. product purchases, interactions, preferences etc.

Proposes a behavioral segmentation and characterization of shopper

visits that reveal shoppers’ missions and intentions.

Current research on shopper segmentation utilizes all shopping visits to identify
customer groups. These studies examine shoppers’ behavior via looking at the entirety
of the products a shopper has purchased, regardless of whether this took place in one
or more visits and try to segment shoppers based on this behavior. In more detail, an
extensive review of the relevant literature has revealed that researchers have analyzed
sales data per customer (customer-level data) utilizing different methods e.g.
clustering, Markov chains, etc. (e.g. Chen et al., 2009; Cheng & Chen, 2009; Han et
al., 2014; Kitts et al., 2000; Liao et al., 2011). They examine the complete sales history

per customer in terms of sales volumes, visit frequency, mix of products or product
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categories etc. and, thus, generate customer segments that provide a generic
characterization of consumers in terms of the products they prefer along with other
characteristics such as available budget, demography etc. Indicatively, in these works
researchers identify shopper segments who purchase routine, seasonal or convenience
categories (Han, Ye, Fu, & Chen, 2014), or segment shoppers based in high spenders
and frequent buyers (Aeron et al., 2012). However, the aforementioned studies,
overlook the shopping purpose of a customer visit which carries valuable insights

about shopper motives and shopper missions.

Here, we should admit that there are researchers who focus on customers’ visits and
not on the entirety of shoppers’ behavior (e.g. during a year), as the aforementioned
stream of studies does. They focus on the association between the purchased products
in basket/visit level (also known as market basket analysis) (Srikant and Agrawal,
1995; Boztug and Reutterer, 2008; Cil, 2012; Beck and Rygl, 2015) e.g. those how
bought diapers also bought beer. However, market basket analysis still overlooks the

shopping purpose of each shopper visit.

In turn, we analyze visit/basket-level data and extract neither shopper segments, nor
pairs of product categories customers prefer to purchase together. We focus on each
shopping visit separately and we assign visits to groups, which are characterized by the
product categories they contain. The resulting mix of purchased product categories is
not random but reflects the shopping purpose, the shopping mission and the shopping
intention that motivated each visit. Different mixes of product categories per visit
segment reflect different shopping needs. Ultimately, we start with groups of shopping
visits to infer distinct customer shopping missions e.g. light meal, breakfast, snacks

and beverages, food and drink on-the-go.
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Develops a business analytics approach that performs visit segmentation.

The most relevant study to visit segmentation comes from the marketing domain and
is those of Bell et al, (2011), which identifies the need to segment each visit and
identified different shopping trip types. However, in the rest segmentation literature,
there are is a lack of business analytics driven approaches that perform visit

segmentation.

Editorials (Agarwal and Dhar, 2014; Goes, 2014), other academic papers (Abbasi et
al., 2016; Delen and Zolbanin, 2018) and practitioners (McKinsey Global Institute,
2011) emphasize the need to develop data-driven approaches, systems and
frameworks to better understand and form the insight generation processes (Pick et
al., 2017). However, there is limited literature that proposes innovative business
analytics frameworks, approaches, systems and methods that pinpoint steps on how
to delve deeper in the data to better understand the behavior of modern shoppers. To
the best of our knowledge this is the first attempt to develop a business analytics

approach that performs visit segmentation.

Towards that end, we develop such an approach that utilizes clustering techniques to
identify segments of visits. The input of this approach are POS/transactional data in
visit level from various retail stores. This approach extracts groups of visits based on
the product categories the customers have purchased during each visit. We suggest
that the resulting mix of product categories in each visit segment reflects shoppers’

missions e.g. that they enter the store for “snacks and beverages” shopping mission.

We applied, validated and refined the proposed approach through three
heterogeneous retail cases. This way we demonstrated its generalizability. The first

case concerns sales data from different channels and stores of a major European fast-
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moving consumer goods (FMCG) retailer. Respectively, in the second case, we
produced the visit segments for the physical stores of a Fortune 500 specialty retailer
of home improvement and construction products — also known as do-it-yourself (DIY)
retailer. The third case concerns data from a physical and the web store of a major
European fashion retailer. The application of the proposed approach in the different

retail contexts, also contributes to the generalization of the results.

Proposes a semi-supervised feature selection method to extract custom

product categories.

We suggest that identifying the right product category level, i.e. the right level of
analysis in the product taxonomy tree, is crucial to the results of the study, it may affect
the knowledge discovery process and the data mining results (Cho et al., 2002). Thus,
we chose to work on visit data at a customized product category level and not at
item/SKU level. Researchers that have utilized a retailer’s existing product taxonomy
have often claimed very poor results in both the algorithms’ accuracy and the business
evaluation (Cho and Kim, 2004; Videla-Cavieres and Rios, 2014). With a typical retail
store, having more than 10.000 SKU’s in its assortment, it is rather impossible to
identify significant patterns at an SKU level and working at a higher level of analysis
is required to avoid data sparsity problems. Besides, the main store retail activities
(e.g. store replenishment, shelf space allocation, product assortment selection) and the
relevant decisions mainly refer to product categories, as the shopper needs are often
expressed at the category level (e.g. ‘I need to buy milk’) rather than at a specific SKU
level (e.g. ‘I need to buy this specific milk in a 250ml bottle’). In addition, by working
at the product category level we ensure that the results are more generic and may also

apply to new products of a category.
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In our proposed approach, the adjustment and the balancing of retailer’s product
taxonomy contributes significantly to shaping the feature space of the problem; as it
determines the main input (i.e. fact table) of the clustering model. Thus, it is an
important research decision to select the level of analysis at the product taxonomy that
is efficient to obtain meaningful clustering results (Albadvi & Shahbazi, 2009; Cho &
Kim, 2004; Cho et al., 2002; Han et al., 2014; Hung, 2005; Kim, et al., 2002; Srikant
& Agrawal, 1995). For example, whether we should refer to a can of sparkling orange
juice of brand XYZ as sparkling beverage, as beverage, or as orange juice etc. Utilizing
existing techniques regarding feature selection (or more precise dimension reduction)
for unsupervised learning (e.g. Principal Component Analysis - PCA) it was rather
straightforward. Although this technique is highly adaptive, it appeared having two
major drawbacks in our case. Firstly, the produced principal components (product
categories in our case) were not comprehensible by the experts and secondly -and most
important from a technical perspective- the proposed components had a poor
performance in terms of variance explanation, indicating that either the skewed data
(existence of latent variables) or the binary values of product categories feature space
(distance metric) are performing poorly. To this end, these findings confirm the role
of dimensionality reduction in clustering, as well as the capabilities of PCA as

discussed in the existing literature (e.g Lawrence, 2005).

Hence, too avoid poor, not representative customer segmentation results, we propose
formulating a customized product category level, via balancing a retailer’s product
taxonomy. We decided to adjust the product taxonomy adopting the suggestions
provided by Dy & Brodley (2004) and Guyon & Elisseeff (2003) regarding feature
engineering and the role of the domain problem on the features. In the current study

we designed, developed and employed a semi-supervised feature selection approach
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that uses the product taxonomy as input and suggests the features as output.
Specifically, it parses bottom-up the product categories tree and acts in a two-fold
manner: (i) it merges nodes (product categories) with low percentage in total baskets
and (ii) splits a node with high percentage in total baskets. The proposed approach has
not yet been thoroughly optimized and compared to similar methods, yet it supports
the extraction of high-quality clusters regarding visit segmentation and, thus, we
consider it as a first step towards contributing to the existing feature engineering
literature. Moreover, we consider the major advantage of our suggested approach to
be that we preserve the semantic information of features (product categories) because

we deploy it according to expert’s intervention.

Our method differs from those utilized in the semantic web, which take into
consideration only product semantics. In addition, our method differs from Cho & Kim
(2004) that formulates categories based solely on product purchases without taking
into account product semantics, leading to merging unrelated products such as
skincare and socks. Last but not least, we also differ from Srikant & Agrawal (1995), as
in their approach they produce association rules for any product taxonomy level, and
prune the redundant ones; however, they do not formulate customized product
categories, also this approach is dependent on the data mining technique e.g.

association rules, and hasn’t been tested in other techniques such as clustering.
Identifies factors affecting segmentation approaches and systems, and

sets the basis for the development of IS tools for visit segmentation.

This research highlights retailer and shopper characteristics and factors affecting
traditional shopper segmentation systems and approaches. As well, it discusses how

these factors affect the input, the processing approach and the results of such
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segmentation systems. In our interdisciplinary study we identify all these factors that
marketing literature admits their existence and we examine how they affected
segmentation approaches in the Information Systems (IS) field. In more detail we
identified factors related to marketing 4Ps (place, product, price, promotion), loyalty
programs, data 4Vs (variety, volume, velocity, veracity) and shopper 4Vs (volume,
variety, value, visit) - we inspired this term from the data 4Vs. We propose that the
consumer segmentation analysis and results should be conducted and translated
respectively considering the “marketing” characteristics of the shoppers and the

retailers.

Studying segmentation literature, we identified that there are works mainly in the
marketing domain (e.g. Bradlow et al., 2017), that discuss several factors that affect
big data analytics systems in general. However, they do not present evidence of how
these factors affected relevant segmentation cases. Also, in the IS literature there is a
great majority of papers (e.g. Boone and Roehm, 2002; Boztug and Reutterer, 2008;
Aeron et al., 2012; Miguéis et al., 2012) that perform shopper segmentation. Though
to the best of our knowledge, authors describe their own case and not “the bigger”
picture i.e. how system inputs and factors (e.g. data) affect and alter the segmentation
process, system and results/outputs. As, it is only implied, and it is not discussed how
different factors affected segmentation results. Thus, to the best of our knowledge this
is the first effort to sketch thoroughly the segmentation era. In addition, this research
highlights how these factors affect not only shopper segmentation, but also new visit

segmentation approaches and systems.
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Proposes moving from category to shopping mission management and

opens a new chapter in the category management (CM) literature.

In contemporary retail, we observe a changing behavior of shoppers i.e. a shopper
might swift his/her behavior even when visiting the same retail store. We suggest that
CM practices seem to be cumbersome and need to be revamped in order to cope with
the changing behavior of shoppers. In existing literature, there are a few researchers
(e.g. Song and Chintagunta, 2006; Kamakura and Kang, 2007, Han et al., 2014;
Nielsen et al., 2015) that highlight the need to manage categories based on shoppers
and their needs (consumer-centric CM). However, in existing category management
literature there are no such practices. Even consumer-centric CM is focusing merely
on cross-category relations and not on shopper needs. We propose not only to focus
separately on each category e.g. milk, cereals, coffee etc. as traditional CM does, but to
move from CM to Shopping Mission Management. This way we will treat categories
collaboratively under the shopping mission they participate. Hence, a new chapter in
category management is unfolding and more effective assortment, store layout

planning, space allocation and promotional activities could be achieved.

Proposes an intermediate unit of analysis.

The application of the approach in these cases also revealed that the units of analysis
used in the literature, i.e. product items in a single visit, or all shopper visits, are not
sufficient and applicable in every retail context, but there are cases where we should

2»

examine groups of “x” sequential visits. The value of “x” differs according to the
domain the data derived from. As we proved and as other researches support (Wolf
and McQuitty, 2011) a shopper usually visits a retail store that sells products for home

improvement many times and purchases few materials each time. We devise and test
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a new unit of analysis where we examine groups of “x” continuous visits. This
intermediate unit of analysis is dictated by the particularity of some retail domains
that demand many store visits during small time windows. The value of some of the
factors identified in the literature review, can aid the researcher determine the unit of

analysis.

7.3. Practical implications

In a nutshell as we described in detail in chapter 6, the practical value of this work is
stressed when considering the shopper-oriented business decisions it can support.
More specifically, our approach can be evolved to a tool for designing innovative
marketing campaigns and bundled promotions for product categories that belong to
the same shopping visit segment. For example, retailers may plan cross-coupon
programs for addressing the needs of customers visiting the store with a specific
purpose in mind. Alternatively, our approach may become the cornerstone of a
recommendation system for real-time purchases in retail stores. It will propose to the
customers more products that they may have forgotten to buy, considering their prior

or current visit(s).

In the same spirit, we can create offline and online product catalogues. For instance,
we have detected women that enter a fashion store to purchase professional clothes
and baby clothes. Thus, to promote the new collection, it could be more effective to
send them product catalogues that meet their specific preferences, instead of including
all the available new garments. The extracted knowledge could also be valuable for
advertising purposes; for instance, instead of making advertisements of specific
product categories, retailers could advertise bundled product categories that

correspond to a shopping mission, e.g. breakfast products advertisements.
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On the other hand, the customer visit segments can dictate a new redesigned retail
store physical or web store layout. For example, the product categories in the same
visit segment could be positioned in nearby store aisles and shelves. Considering the
bigger picture, we can move from a category-based layout to a mission-based layout
that can help customers locate products in the store more easily and buy more in less
time (Cil, 2012; Sarantopoulos et al., 2016, 2019). Alternatively, second in-store

placement spots can be detected.

Moreover, our approach can be even evolved into a collaborative analytics platform
that gathers transactional data from various retailers and provide them insights
regarding the visit segments derived from their data and enable performance

benchmarking to competitors.

Further, the value of such a system could be further enhanced when we use the
resulting visit segments to perform shopper segmentation. By looking into the
shopping missions that each shopper performs in all the stores of a retail chain, we can
boost shopper marketing activities. Shopper segmentation based on the identified
shopping missions can aid retailers identify selling gaps and opportunities and

enhance personalization.

Additionally, the store manager could reengineer store operations management and
replenishment strategies by ordering groups of products based on the identified visit
segments. Additionally, this approach could be even utilized to rearrange and modify
a retailer’s warehouse, by placing in nearby aisles products matching online orders to

decrease order-picking time.

Closing, our research outcomes may assist system engineers in designing

segmentation systems and data scientists in modifying the data manipulation and
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modeling processes. Also, our study can aid marketers to understand and interpret the
shopper segmentation results in a way that approaches better the shoppers’ behavior
and, thus, take more effective decisions concerning the customers’ treatment and
experience. This research aspires to bridge marketing researchers and managers with
data scientists and shopper segmentation designers to obtain a more thorough

understanding of shopper behavior.

7.4. Thoughts for visit segmentation systems designers in

contemporary retail: Factors to take into consideration

Here, we discuss how the various factors identified in the literature review (see section
2.1.4), affected, or not the segmentation execution and results in the three presented
retail cases. In our case studies, these factors are twofold, as on the one hand they
shape the initial data set, and on the other hand they have a mediating role in
explaining the results. Table 7-2 summarizes the results. This section contributes both

in literature and practice as it sets the bases for generic IS tools for visit segmentation.

7.4.1. Shopper 4Vs

e Visits: This factor enriched our segmentation results, but it wasn’t available in all
cases, as in the physical stores of the grocery retailer we didn’t had a loyalty card to
associate each visit with a customer and identify her/his visit history. Though, it
didn’t affect the analysis in this case. However, as described below (in the variety
feature) it affected the unit of analysis. Also, the time between a shopper’s visits was
very crucial to identify and calculate the intermediate unit of analysis i.e. super-

visits in the DIY case.
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e Variety: played an important role in our analysis. Firstly, in all the cases it was used
to identify the outliers in our dataset. Also, variety enriched our results and aid us
with their interpretation. As well, as discussed below in the product feature it also
affected the product granularity level, selected in the modeling phase. This way we
confirmed the problems existing literature admits (Srikant and Agrawal, 1995; Cho
and Kim, 2004; Videla-Cavieres and Rios, 2014) and we managed to outstripped
poor results and data sparsity issues. Lastly, it was used to identify in which unit we
will perform the visit segmentation (visit, all shopper’s visits, group of continuous
visits etc.). In the FMCG case where a customer purchases many product categories,
i.e. the variety is high, the unit of analysis is this single visit. Thus, we can perform
the segmentation and identify the shopping mission and intention of customers in
each visit. In the fashion retail case as visit variety was low, we also examined all
customers’ visits. The low number of visits leads us to analyze customers’ all visiting
history in the store. Thus, examining their entire purchase history we moved to
traditional segmentation approaches, extracting shopper segments. Compared to
the two other cases, in DIY we had a too high number of visits combined with a low
variety of products (per visit). Thus, neither the single visit, nor all shopper’s visits
were selected as the unit of analysis. On the contrary, a customized/intermediate
unit of analysis was formed (super-visits). Hence, this unit is formed via the merging
operation of “x” contiguous/sequential visits, made by the same shopper. This
happened because a shopper has in mind a specific construction project(s), e.g. to
renew his garden, and thus s/he executed “x” contiguous in time visits, until
accomplishes this construction project. Testing this intermediate unit, we expand

existing literature and prove that the existing unit of analysis i.e. product items in a
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single visit, or all shopper visits, are not sufficient and applicable in every retail

context. Below (Table 7-1) we summarize our results:

Case Variety Visits Unit of analysis

FMCG High Indifferent | visit

Fashion Low Medium all shopper's visits

DIY Low High “x” contiguous in time
visits

Table 7-1. Relation between variety, visits and unit of analysis
e Value: In the fashion and DIY case this feature wasn’t available. As proved in the
FMCG case the value of each basket indeed enriched the resulting segments. For
example, we identified that “spirits and beverages” segment had the lowest basket
value and it is only 50 cents higher than the allowed order level of the web store.

Also, value had an impact at the outliers’ extraction in the cluster sampling phase.

e Volume: Was used in all cases as an additional descriptive statistic to enrich the
results. Also, in combination with the variety it highlighted us differences in
shopping behavior. For instance, in the fashion case we identified that men
purchase more products in a single visit than women. Also, shoppers tend to have
higher basket volume in retailer's web store than in the physical. Lastly, along with

variety feature aid us with the product granularity selection.

7.4.2. Marketing 4Ps

e Product: Our segmentation approach was based on the product characteristics. We
analyzed retail shopper data and produce groups of visits based on the product
categories the customers have purchased during each visit to a physical retail or web

store. The resulting mix of product categories in each visit segment reflects the
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shopping intentions of the respective customers that visited the stores. Confirming
and expanding existing research, in all our cases we proved that the product and the
product granularity level should be correctly defined because it affects the
segmentation results. This happens because product taxonomies are often
unbalanced and have characteristics hindering the performance of data mining
algorithms. For that reason, we devised customized product categories based on a
semi-supervised feature selection method using both product taxonomy and variety
feature, and we reconsider these categories after receiving the first clustering
results. Also, the product itself e.g. consumables products in the FMCG case, or

durable products in the DIY case affected the business interpretation layer.

e Place: In the FMCG case we received data from different channels and store types.
Confirming and expanding existing literature, some dissimilar segments with
different behaviors derived across the different channels and stores. Also, in the
fashion case WE had data from both web and physical store; similarly, in this case

different shopper behaviors and segments identified across different channels.

e Promotion: In the data provided by the fashion retailer we were able to track whether
each transaction was a result of a promotion. This enriched our results, as we could
detect those segments that we or not prone to marketing actions. These results are
valuable as they can help marketeers decide the segments targeted for specific

actions. In the other cases this feature wasn’t available.

e Price: We should mention that price feature didn’t affect our segmentation
approach. First, it wasn’t available in all our cases, secondly even in the FMCG case,
that was available it didn’t influence the core phases of our segmentation. Hence,
we partially confirm existing literature that admits that price feature plays-an
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important role in more particular products e.g. cars. Lastly, it seems that this factor

could somehow enrich the results interpretation layer.

Closing, we propose that the consumer segmentation analysis and results should be
conducted and translated respectively considering the “marketing” characteristics of

the shoppers and the retailers.

7.4.3. Loyalty programs

Fashion retailer run loyalty programs in all his channels. From the one hand these
programs seem to be effective in the physical store as it has high card usage
penetration, on the other in the web store only 60% of their shoppers use their card.
As the unit to be analyzed was all shopper visit, we had to exclude those the visits
weren’t associated with a shopper. Thus, we eliminated a vast amount of the web
transactions. DIY retailer every visit was associated with a shopper, as loyalty card was
prerequisite of each purchase. We should mention that in this case, this feature was
vital for our analysis, because without having such data to identify the shopper
performed each visit, we could not perform the segmentation. In the FMCG case
retailer maintained a loyalty program in the web store also there was a high card
adoption. Though, this was indifferent for our analysis, as in this case the unit to be
analyzed was visits. But, we could use these additional data source to further explore
the dataset e.g. identify patterns of shopper’s behavior regarding the identified

shopping visit segments.

How the proposed approach

Factors FMCG Fashion DIy was affected
. . . . Data preparation (outliers’
v v v . . .
Visits (Indifferent) (Medium) (High) extraction, unit of analysis),
data modeling, results
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interpretation, results
enrichment

Variety

v (High)

v (Low)

v (Low)

Data preparation (outliers’
extraction, unit of analysis),
data modeling (skewness
problems, product granularity
selection) results
interpretation, results
enrichment

Value

N/A

N/A

Data preparation (outliers’
extraction), results
interpretation, results
enrichment,

Volume

Results interpretation, results
enrichment, data modeling
(product granularity selection),
high correlation with variety
factor

Product

Results interpretation, data
modeling (product granularity
selection)

Place

Web and
physical
channel,
various store

types

Web and
physical

Physical
stores

Results interpretation

Promotion

N/A

Available

N/A

Results interpretation, results
enrichment,

Price

v

N/A

N/A

Results interpretation

Loyalty
Program

v (All
channels)

v (Web
store)

v
(Physical
stores)

Data preparation, in the cases
where the unit of analysis is not
the single visit, without having
this factor we are not able to
perform the segmentation

Table 7-2. Factors VS approach phases affected
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Y Wi Data 4Vs

Apart from the aforementioned factors we admit that a feature that also affected our
segmentation is the variety of the given data. This feature enriched our results; also,
the different data sources affected the data preparation phase. In all cases we received
data regarding POS and product taxonomy. For the web store of the FMCG retailer we
also received loyalty cards. Regarding the fashion retailer e also received, loyalty cards
data, demographics, other product characteristics and promotion data. These
additional datasets indeed enriched our results and aid us with our results
interpretation. Lastly, regarding the DIY retailer apart from the POS data, we solely
received loyalty cards data. In this case more data sources could scientifically have
helped us to interpret the resulting segments. Hence, we confirm existing literature
which admits that the utilization of different data sources aid businesses obtain a
multifaceted view about their customers and as a result data variety seems to affect

significantly every analytics process (Goes, 2014).

Apart from the data variety feature we claim that the rest data 4Vs (volume, velocity,
veracity) may affect future segmentation approaches. Retail data volume and velocity
may cause technical issues and require sophisticated data infrastructures to manage
them (Goes, 2014). Thus, they will affect the first layer (preparation) of our proposed
approach. Additionally, dynamic segmentation models will be required to analyze the
data on the fly and support real time segmentations issues (Reutterer et al., 2006).
Hence, the data modeling layer will be affected. However, in our cases we didn’t receive
massive data volumes, thus we analyzed the dataset using common tools e.g. R studio
and SQL Server. Also, we performed ad-hoc analysis based on historical data, thus data

velocity didn't affect us. Regarding data veracity, although we admit that in the retail
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context, different data issues may arise; we didn’t identify significant imprecisions to
our datasets. However, in the literature researchers admit that data inconsistencies
affected their analysis. As, for example, shoppers often declare wrong information, for
instance, in attributes such as age, income etc. Additionally, these factors are “slowly
changing”; thus, a segmentation that will be conducted in the future, it might
incorporate false data e.g. people are getting married, salaries grow etc. (Kohavwe et

al., 2004).

At, Figure 7-1 we provide a graphical representation of the factors (Shopper 4Vs,
Marketing 4Ps, Loyalty programs, Data 4Vs), affecting each phase of our proposed
visit segmentation approach. As shown the interpretation layer is the one that is
affected by most of the factors. At this phase to extract wisdom from the results, we
need experts’ opinion that know the market. Experts not only consider the tangible,
quantitative factors (e.g. value, volume etc.) to identify shoppers’ missions and
motives, but also intangible elements such as their domain knowledge and accumulate
experience. Likewise, we could claim that variety is the most important feature that
affects not only all the phases, but also almost every sub-phase/step of our approach;
from the outliers’ elimination, and the product taxonomy calibration, to the
identification of the unit of analysis and the interpretation of the results and their

translation into insights.
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Figure 7-1. Visit segmentation system

~.5. Limitations and future research

Further research may address some limitations of this study. We can use more
complex shopper interaction data derived from alternative technological means (e.g.
RFID, BLE beacons) from other retail contexts to evaluate and validate the proposed
approach. For instance, data that indicate the products a customer puts in his RFID-
enabled shopping cart during a shopping visit in a grocery store, or the aisles a shopper
visits during his/her in-store journey. It would also be a challenge to use different
interaction data of the same retailer and compare the results. For instance, we can
examine the visit segments derived via combining different interaction data of the
same retailer. In addition, we can identify the selling gaps via comparing the visit
segments stemming from data of products in the shopping carts and products that are
finally purchased. Further research may also study other shopping occasions and visit
segments e.g. cases where the purpose of the visit is to return items, or buying as a gif
etc. Additionally, future research may examine datasets from other contexts e.g. third-

party logistics (3PL) companies to identify the ordering purpose of consumers.

Furthermore, future research, may address other interesting questions that arise in
Section 1.2 regarding visit segmentation e.g. “Do traditional shopper segmentation

systems serve contemporary retail?”, or “Are the visit segmentation-informed
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marketing actions more effective than traditional actions?”. Regarding the latter,
shopping mission-based promotions, could be compared with traditional product-
centric promotions e.g. “buy one, get one free” (BOGO) from the same category. Also,
shopping mission-informed product catalogues, can be compared with old-school
product catalogue display. In general, the value and effectiveness of shopping mission
management versus the category management can be measured. Similarly, further
research may examine the impact of collaborative shopping mission-driven analytics

practices between retailers and suppliers.

From another perspective, it could be also interesting not only to perform shopper
segmentation based on the visit segments, but also to leverage this knowledge and
design marketing actions. For instance, different strategies could be tested to move the
medium-loyal shoppers of Figure 6-5 into a better segment e.g. by recommending

shopping missions they tend to purchase at retailer’s competitor.

Additionally, in the current thesis the direction and the magnitude of the factors
affecting visit segmentation systems is not examined. However, this is a great era for
future research. Closing, a limitation of this study that future research may address is
related to the fact that other tangible and in-tangible factors may affect the resulting
visit segments. For instance, store characteristics such as the geographical area the
store belongs to, the existence or not of a parking space (which is common in the
FMCG domain) etc. As well, shopper characteristics e.g. age, weight, strength etc., or
product characteristics e.g. weight, volume etc. may limit the resulting visit segments.
For example, in the DIY case the weight and the volume of the products in combination
with the shopper’s characteristics and the capacity of his/her car may alter the

resulting visit segments.
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From a technical perspective, we can apply more data mining techniques, such as
association rules, and compare the resulting visit segments with those that have been
derived from clustering. Or even other techniques and algorithms could also be
examined to cope with the difficulty of identifying core visit segments at the hyper-
stores. A limitation of the proposed approach is that it works when the factor “visit
variety” is sufficient to identify interesting patterns and visit segments; then, the rest
of the visits are considered as outliers. Hence, alternative techniques such as graph
mining could also be utilized to further analyze each resulting segment. This way we

can cope with the difficulty to identify more detailed segments in the DIY case study.

Closing, future research may apply the semi-supervised feature selection method in
other taxonomies and hierarchies, e.g. to regions, sub-regions etc. Also, further
research may improve the semi-supervised feature selection method. For example, via
automating the identification of product semantics which is currently supervised by
experts. Additionally, future research may extent the developed feature selection

method for self-balancing binary search trees such as B-trees and AVL trees.
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APPENDIX

Appendix A: Indicative structure of the analyzed retail datasets and

indicative grocery payment receipt

Dataset 1: POS data

Storeid | Date Basket id | Barcode | Units Price Loyalty  [Product in
Card ID |promo
123412112
1/4/201 11 2 10,22 1 1
/4/2015 3413
42212322
1/4/2015 11 59912 3 20,99 1 0
123412112
2/3/201 292 1 2, N/A 1
/3/2015 3433 99 /
Dataset 2: Product taxonomy
Level 1 Level 2 Level 3 Item
. Barcode
Category Category Category Description
Bakery Products | Packed Rye toast bread 20 Slices Rye 1234121123413
Toast Brand X
Beverages Non-Alcohol Cola lli;gfr Y cola 4225555212423
Dataset 3: Loyalty cards data
.Loyalty card Gender Marital status H.OUSP’hOld Birthday
id size
1 Female Single 2 7/12/1990
2 Male Married 4 17/2/1959
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Indicative grocery payment receipt

Example Supermarket
Address | Phone
VAT

Store: 423
Transaction: 89483
Cashier: 02/Sveti

8762198211212 Milk Free lact Brand X
1,507

7382947293412 Muesli with Choco
2% 2.26

0003483928134 Soya Milk
discount -0.38

32443454568690 Instant Coffee 50gr
coupon -0.50

Number of items: *5*

1.98

452

2.74

3.13

12.35€

Date: 7/12/2018 | Time: 16:43:15

You earned 66 points
Loyalty card id: 4113922650
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Appendix B: Product taxonomies structure per case study

FMCG retailer

Level 1, N=7

Level 2, N=46

Level 3, N=443
Level 4, N=1512

Level 5, N=4240

PGC
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DIY retailer
Pamt Lumber Hardware
Boards Fencing
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-

Furring Harwood

______________________y,d:__xﬁ

1X2-8FT MAFPLE
BOARD
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Fashion retail
Level 1, N=54
Level 2

Level 3

Level 4

Custom, N=160

Level 5

Level 6, N=1960

Item, N=240.075

Women fops THEA KIKO
/ \
Women tops Women pants
/ \)
Women knit
tops
A
\TG%T;S Women Shirts
.
Wom]e{r;ShirTs Women Shirts

T~

/1

Women shirts
patterned color

1/2

Women shirfs
plain color 1/2

J

Barcode=
4027535624347
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Appendix C: Cluster sampling results — FMCG case

Below we present the cluster sampling results per store type of the FMCG retailer. The

charts on the left depict information about the percentage of baskets contained per

basket size range (volume). Similarly, the charts on the right, depict information

regarding the revenues (value). Each bar depicts a cluster i.e. a visit/basket size range.

Examining the charts below, the blue-color clusters were used for the analysis.

Whereas, the grey bars were excluded.

Convenience stores

%Baskets
44.5%
20,0%
i 17.5%  15.6%
.
"1" "2_5" "6—9" "10_24" "25+"
Supermarket stores
%Baskets
44.2%
23.1%
18.1%
13.1%
.
"1_2" "3_9" "10_16" "17_40" H‘41+F\‘

%Revenues
37%
27.3%
21.7%
0%
"1" "2_5" "6_9" "10_24" "25+"
%Revenues
35.4%
25.2%
22.7%
10. 4%
" "10-16" "17-40" "q1+"
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Mini-hyper stores

%Baskets
47.2%
20.3% 19.4% o
13.1
"1_2" "3_11" "12_20" "21_51"
Web store
%Baskets
62.4%

35.1%

2.5%

115_2511 1126_4011 1141+11
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Appendix D: Relation between shopping list and shopping mission

In the context of the field study, via the questionnaires at the store exit, we were able
to track whether each shopper visited the store having a shopping list during the pilot.
Results indicated that the 41,7% of the shoppers that visited the store to purchase
products for their main course, had a shopping list (see Appendix Table 1). Likewise,
all the shoppers that entered the store for pastry making had also a shopping list. This
can be explained by the fact that this shopping mission demands to be more precise
and not forget any ingredients from the pastry recipe. Comparing Appendix Table 1
with Table 6-3 which depicts the average basket size per mission, we can admit that
there is a positive relation between the existence of a shopping list and the basket
volume. Also, we confirm the statement of our focus groups participants who admit
that they use a shopping list to perform more abstract shopping missions. However,
still we cannot confirm that shoppers using shopping list do not perceive the existence

of the shopping mission concept.

Shopping mission Shoppers percentage
Main course 41.7%

Snacks and beverages 18.2%

Pastry making 100.0%

Personal care and hygiene | 33.3%

Breakfast 22.2%

House cleaning and

maintenance 0.0%

Sandwich 10.0%

Abstract detergent visits 35.0%

Abstract food visits 45.7%

Appendix Table 1. Percentage of shoppers having a shopping list vs shopping
mission
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